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ABSTRACT

Bio-electric signals convey information and phenomenon of the physiological activities of organisms, such as gene, protein sequences, neural, and cardiac rhythms. Various types of bio-electrical signals are extensively used for diagnostics as well as therapeutic interventions. Bio-electrical signals are low-amplitude, low-frequency and numerous unique properties (spiking, small oscillation, local field potential interference). The original signals amplitude is so small that directly lower the output resolution of the analog to digital converter (ADC). Furthermore, the detected signals are corrupted with, local field potential, white noise, system noise, and other interference, so the relevant information could be easily missed during the digitization. For such reasons, before the digitization, an analog signal processing unit is usually required. The one of the most challenge part in the analog signal processing unit design, for implantable signal recording system, is power consumption. The low-power consumption implants are one of the most efficiency ways to reduce the risk of tissue damage from the heat distribution. In this dissertation, a low-power analog signal processing unit for real-time bio-electric signals recording is performed. The analog signal processing unit has two major blocks, an amplifier filter bank for signals amplification and band selection, and a continuous wavelet transform filter for biosignals feature extraction. The amplifier-filter bank is inspired by the silicon neurons current sinking and charging feature. The technology, such as current bias and weak inversion CMOS, presented in the design significantly reduce the power consumption into the microwatt level. The new design method produces an analog continuous wavelet function filter with high performance, low circuit complexity and low-power consumption.
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1. INTRODUCTION

Bio-electric signals (or "electrical biosignals") are the voltage potential of electric currents produced by the sum of electrical potential differences across tissue, cell or organ. Bio-electric signals convey information and phenomenon of the physiological activities of organisms, such as gene, protein sequences, neural, and cardiac rhythms. These signals provide us the information of the state of the living body. The monitoring and processing of real-time bio-electric signals can be essential for clinicians and researcher to diagnose a patient's health situation.

![Wireless health care system](image)

Figure 1: Wireless health care system

In order to obtain the bio-electric signals, the need of a bio-electric signals recording system is indispensable. A high-resolution implantable signal recording system captures the
detailed information of the vital physiological phenomena in the signal. The ultra-low-power implantable device with in situ sensor can capture a high-quality bio-electric signal. In emerging clinical applications including brain rehabilitation and epilepsy treatment, an implantable device shows great promise [2].

Many implantable bio-electric signals recording with wireless communication feature are studied in the recent years. The integrated circuit increases the number of recording channels, at the same time lower the power consumption. For the purposes of lowering the power consumption and achieving the large integration of the system, an application-specific integrated circuit is commonly pursued. A chip-based wireless implantable bio-electric signals recording system implanted in the patient’s body offers real-time bio-electric signals measurement. The output results are sent to the coordinator through a wireless communication block in the system. The doctor and the nurse can monitor the patient through a computer (Fig. 1).

Literature review

Fig. 2 shows that the implantable devices start from the year of 1957. The medical implant device designed to replace a damaged biological organ or enhance a biological structure has a long history. In the 18th century, Volta tried to stimulate the auditory system by using electricity through metal rods into the ears. In 1950, the stimulation of the auditory nerve by using a sinusoidal current was performed by Lundberg. At year 1957, Djourno and Eyries presented the theory of the cochlear implants with the function of stimulating the auditory nerve in the deafness.

The first implantable pacemaker was successfully implanted into an animal in 1958 [10] by Wilson Greatbatch and Dr. William Chardeack. After the Mr. Chardeack, Dr. Greatbatch and their coworkers’ continuous works, the first human implant pacemaker was successfully developed [11] in 1960. At year of 1964, a "demand" pacemaker is reported by Barouh Berkovits. The "demand" pacemaker could stimulate the heart by sensing the heart whether is going to beating or not. The pacemaker can recognize and respond to intrinsic cardiac
Figure 2: The diagram of the history of the implantable system.

depolarizations [12]. The first lithium-powered pacemaker was implanted in 1972 [13]. Blackshear’s group used the pacemaker technology on the drug delivery system design in the early 1970s [14]. In 1972, an implantable blood pressure telemetry system for long term blood pressure monitoring with a passive transducer, band pass amplifier, phase detector, comparator, and RF-oscillator blocks have been proposed[15].

After successfully designed the implantable pacemaker to solve the heart rhythm problems, researchers started to make another device, defibrillator, to prevent death from a cardiac arrest. The first implantable defibrillator was reported [16] in 1980. The system was about 250 grams. The defibrillator could sense ventricular fibrillation from the sensor electrode implanted in the superior venae cavae and inject the electrical shock directly onto the heart to stop the ventricular fibrillation. Because of the improvements on the printed circuit board technology, large scale integration and the advancement of electronic microchips, the implantable devices become smaller and lower power consumption. The wireless powered pacemaker increased the safety by reducing the frequent operations for implantable battery replacement. The programmable pacemaker and defibrillator could handle the complex
scenarios of the patient’s health status [10]. In 1970, the drug delivery implantable system was reported. On the year of 1989, a complicated drug delivery system with a solenoid pump, a reservoir, and electronic controls was developed by a joint group of the Johns Hopkins Applied Physics Laboratory and several other industries. This unit is powered by a lithium soluble cathode battery and fabricated by MiniMed [17]. An implantable neural stimulator was designed in 1991. The device delivers constant current electrical signals to the vagus nerve [18].

In the 1990, the wireless communication and signal processing were used in the implantable system to achieve data transfer in between the device and the monitoring system. An implantable cochlear prosthesis with wireless communication blocks using Radio-linked has been reported in 1993 [19]. This device with six processed speech data channels using frequency multiplexing is designed to embed in the cochlea. In the signal processing block, a filter bank is used to filter out six narrow band surface acoustic wave in the range of 72 MHz to 78 MHz with 1.2 MHz channel frequency band. In the wireless communication block, a portable transmitter and a receiver were designed. A new transmitter for implantable system was reported in 1996 [20]. A coil with a shape of the figure-of-eight was used in the signal transmission block. The coils were placed both inside and outside of the skin. The paper calmed that this method not only reduces the risk of the infections from the cord, but also enhances the coil noise reduction against the surrounding noise.

In order to further improve the neural recording system’s performance, the multi-channel digital system was used. In 1998, a wireless implantable multichannel digital neural recording system was reported [21]. The recording system uses RF telemetry link to offer the wireless powering and controlling. The silicon electrode had an ability to capture ±500 µV signal from axons. These signals were amplified by a 100 Hz to 3.1 KHz operating band amplifier before the digitization through a current mode 8-bit analog to digital converter (ADC). The report showed that the area of the chip without the RF interface circuit is 4*4 mm² with less than 2 mW power consumption at 5 V supply voltage and 2 MHz clock frequency. However, the chip area increases to 4*6 mm² after adding the RF interface. The
power consumption of the system is 90 mW. The brain implants, as well as neural implants, focus on establishing a prosthesis circumventing areas in the brain to detect a stroke or other brain diseases. In 2001, a brain implant was designed to communicate with living brain tissue [22]. The purpose of this device was designed for substitution of the lost cognitive function of the brain. The report shows the collective progress in the development of an analog/digital microchip to enable the function of the brain that damaged by a brain injury.

In 2002, the wavelet had been used in the cochlear implants design [23]. The author reports an application of an improved signal-processing for sound signal called bionic wavelet transform. The bionic wavelet transform reduced the advantage of channel number and the average stimulation duration. The new wavelet transform also improved the noise tolerance. The author only provided a simplified method of wavelet for the signal processing block in the cochlear implant. An on-chip implantable lock-in analyzer has been designed, fabricated and tested in 2002 [24]. This chip contained two frequency dynamical electrical bio-impedance analyzer, a low-frequency band with the range of 1 Hz to 8 KHz, and a high-frequency band of 1 Hz to 128 KHz. The processed signal was converted to an analog signal through a digital to analog converter(DAC). A digital wavelet transform circuit was integrated with the pacemaker application [25] in 2003. An analog wavelet transform filter was used in the signal processing block because of the low-power requirement in pacemaker. The pacemaker also contained an absolute value function circuit, a peak detector, and a comparator circuit. At the recent year, the wavelet transform has was used in the brain implants for ECG signal analysis [26].

A VLSI implementation on the multichannel discrete wavelet transform for brain implants was reported in 2007 [27]. The article focused on the implementation of the multilevel, multichannel discrete wavelet transform by using quantized filter and integer computation. The system has the power consumption of 76 $\mu W$ and 0.22 mm$^2$ chip area with 32 channels 4-levels in 0.18 $\mu m$ CMOS process. At the same year, the [28] Michigan State University group designed a scalable discrete wavelet transform for real-time signal processing. The VLSI based discrete wavelet transform works as a data compressor. In an example of the
paper, the system had 32 channels and four levels of decomposition. The fabricated chip had the size of 0.692 mm$^2$. It had 50.1 $\mu$W power consumption. In 2010, a group in the University of Texas at Dallas introduced the wavelet transform for the cochlear implants [29]. In 2011, a low-power, low-voltage and low-frequency bandpass filter implementation of a continuous wavelet transform was published. The group showed that the 7th order Gm-C filter based continuous wavelet transform filter with center frequencies ranging from 1 to 64 Hz with nanowatt power consumption[30].

The brain implants as one of the latest implants in the implantable device family are booming in the recent years. Many implantable bio-electric signals recording systems with wireless communication feature are studied in recent years. For the purposes of lowering the devices’ power consumption, application-specific integrated circuits are typically pursued. The system in [31] has 32 neural recording channels grouped into four neural probes. Each probe has eight neural amplifiers and a 5-bit ADC. Without a wireless communication and signal processing blocks, the total power consumption of this recording system was reported to be 5.4 mW. The system reported in [32] had an amplification block, a data reduction block, an ADC block, and a wireless communication block. The wireless communication blocks supported 100 channels. The system uses 10-bit resolution on-chip ADC to digitize the signal. The chip was powered by inductive power link. The total power consumption was 13.5 mW. A 64 channels recording system was reported in [33]. The system had 16 parallel channels with 8 bits resolution. The power consumption of the core system was 14.4 mW.
2. THE STRUCTURE OF WIRELESS IMPLANTS

The basic structure of the implanted system usually includes four major units, powering unit, signal processing unit, data conversion unit, and wireless communication unit.

![Diagram of implant system]

Figure 3: The basic functions block of the implant system.

The powering unit offers the voltage and current for the whole system. There are three primary methods for implantable device powering, the tethered cable, the implantable battery, and the inductive power link (Fig. 3). The tethered cable is powered by an external power supply. The solid connection could provide a stable supply voltage and bias current. The data communication through the cable is low noise, high bandwidth, and high reliable. However, this approach might increase the skin and the tissue infection. It might heart the patient who wears the cable when he/she has body movement. Because of the high risk of the skin infection, the tethered cable is not considered as a proper powering method for the implantable device.

The implantable battery is a special battery that features the high power efficient, small size, and high reliability. Variety batteries are designed to meet the unique requirements of the different applications. Rather than the cable, the implantable battery eliminates the skin
risk of the skin irritation. However, it requires battery replacement. Without the tethered
cable connection, the implant needs a wireless communication unit to communicate with an
external device. Because of the high power consumption of the wireless communication
unit, the implantable battery life decreases very fast.

The wireless power through the inductive power link is the third option for the implant
device powering. Inductive power link has two loosely coupled resonating coils separated
between the patient’s skin. The primary side resides outside of the human body driven
by a power amplifier or a power oscillator. The internal coil is placed beneath the skin
to capture the power. In the biomedical implants design, the internal coil has the space
limitation. In order to maximize the total power transfer efficiency, two coils should work in
the resonant mode. The wireless power could avoid the skin infection from the tethered cable
and frequent operations from the implantable battery replacement. The external side transfer
the energy to the internal coil. The implants device send the modulated data trough the
same coil to the outer side. The major cons of a wireless power are coil size, coils geometry,
and limited power transfer capacity. The power transferability of the inductive power link
limites the total power budget of the implanted system. The standard power transmit of the
inductive power link is around 15 mW[46]. The signal processing unit, the data conversion
unit, and the wireless communication unit must be operated in the low-power mode.

In the early 1980s’ the signal processing unit in the implantable chip only had the
function of amplification. Now, because of the large integrated circuit technology, the signal
processing unit has the functions of amplification, filtering, continuous/discrete wavelet
transform, Fourier transform, Hilbert transform, and so on.

The first critical block in the signal processing unit is the biopotential amplifier. The
biopotential amplifiers are specially designed for biosignal with the common features of low
bandwidth, low frequency, and low amplitude level. The amplitude of a neural spike signal
ranges from 50 µV - 500 µV with the noise level of 5 µV - 10µV. The input-referred rms
noise of the biopotential amplifier should be below 10 µV_{rms}. The power dissipation should
be below 100 μW per channel in a multichannel system. The desired frequency bandwidth
of biopotential amplifier could be below 10 KHz, in order to cover the extracellular neural action potential. \cite{34}.

The second block is a filter or a filter bank. The filter bank extracts signals’ features and power spectrum for compression and feature vector analysis. An analog signal processor manifests a bank of bandpass filters to identify different frequency channels in a hearing aid device. The reported bandpass filter based on automatic gain control amplifiers in \cite{38} consumes 1.32 \(\mu W\) power for the center frequency of 1.18 KHz. The transconductance amplifiers and switched operational amplifiers, Gm-C and the switched-capacitor \cite{39} \cite{40} based filter structures have been considered to meet the stringent requirement of the system power budget. Because of the high noise of the filter structure and low amplitude of the input signal level, the conventional filter bank needs a high-performance preamplifier to amplify the signal. However, to maintain the low input-referred rms noise and a wider bandwidth, the power consumption of a biopotential amplifier could reach 10 \(\mu W\) or even higher regardless of the power consumption from the filter section \cite{35}. Furthermore, the filter bank with multiple filter channels consumes additional microwatt power \cite{40} that increases the power requirement of the implantable system. In order to save the power, the amplification and the filtering are combined into a single unit. The distributed bandwidth allocations are utilized to form a frequency selective amplifier-filter bank.

The third block of the signal processing unit is a continuous wavelet transform filter. The CWT is considered as one of the most useful technique in biosignal processing that offers the localization in both time and frequency for transients, aperiodic and non-stationary signals. The wavelet function facilitates the analysis of the frequency of the signal at any particular instance of time. By using different mother wavelet functions and dilation parameters, the CWT could provide the time-frequency analysis on the different types of biosignals. Because of this feature, CWT is widely used in the noise reduction \cite{42}, the spike detection \cite{43}, and the seizure detection \cite{44}. The conventional CWT is based on software. The software based CWT requires a high data rate ADC to minimize data loss from the biosignal. The high performance ADC has a high power consumption \cite{45}. However, for applications
requiring real-time processing, such as implanted or mobile biomedical devices, low-power consumption is a priority. Hence, the signal processing block should be implemented in hardware instead of software. Even in hardware-based implementation, analog circuits can offer reduced power consumption compared to the digital circuits [47]. CWT based on an analog filter implementation offers a power-efficient real-time signal processing [48].

Data conversion unit includes multiplexers (MUX) and ADC. MUX, also called a data selector, selects one of the several analog input signals and forwards the selected signal into an ADC. ADC converts a continuous signal into the digital numbers.

The digitalized signals are sent to the wireless communication blocks to communicate with an external device. The standard method of the wireless communication for an implantable device can be found as Load-shift keying (LSK), Frequency-shift keying (FSK), Amplitude-shift keying (ASK), and Phase-shift keying (PSK). Those methods are modulation schemes in which digital information are transmitted through the change of the carrier wave’s amplitude, frequency or phase.
3. POWERING UNIT

In order to design the safety, high-efficiency and low-power implantable recording system, we have selected the wireless power through the inductive power link as the powering unit for our system. Figure 4 shows the block diagram of our wirelessly-powered implantable recording system. The block diagram of wirelessly-powered implant system is shown in Fig. 4. The powering unit, highlighted as red in the figure, is contrasted by and power oscillator (POSC), a pair of coupling coils in between the patent’s skin and an internal rectifier circuit.

We have designed and published a prototype of the power oscillator based on the cross-couple oscillator and class-E amplifier in [49]. In order to increase the stability of the power oscillator design, an injection locking based power oscillator had been published in [50]. In the receiver part, we have used the zero voltage switching method on the rectified circuit design. A high-efficiency rectifier circuit is published in [51].

Robust Power-Oscillator

Fig. 5 shows the circuit schematic of the differential cross-coupled POSC used for the inductive-power-link system. It consists of cross-coupled MOSFETs to provide positive feedback, resonant LC tanks to generate resonant frequency, load network to ensure zero voltage switching of the cross-coupled MOSFETs and finally a bottom LC tank to filter out 2nd harmonic component of the oscillating frequency signal. Due to the cross-coupled MOSFET structure and the resonating LC tank, the circuit can generate high-frequency signal and obviate the need of a driver block. The free running frequency of the POSC can be depicted as,

\[ f_{osc} = \frac{1}{2\pi \sqrt{\frac{L_{RF} C_f}{2}}} \] (3.1)
Figure 4: The block diagram of wirelessly-powered implant system with four major blocks. The powering unit is contrasted by and power oscillator (POSC), a pair of coupling coils, and an internal rectifier circuit.

where $L_{RF}$ and $C_f$ are the inductance and capacitance of the resonant tank circuit, respectively. The load network ensures zero voltage switching and helps achieving higher power efficiency.

Fig. 6 shows the setup of the POSC with an inductive-link coil system. The primary side of the link coils is energized by the POSC where the power is magnetically coupled to the secondary side in the resonant condition. Use of series resonance on the primary side and parallel resonance on the secondary side ensures better power transmission. An equivalent resistance value of 1 KΩ has been used to simulate the deliverable power to the sensor electronics inside the human body. Fig. 7 shows the simulation results of the POSC with a supply voltage of 3 V. It is clear that the differential cross-coupled POSC can maintain zero-voltage switching and achieve PAE of more than 90% for a load resistance of 400 Ω. However, the coupling coefficient fluctuation disturbs the resonating resonant frequency.
of the resonant tanks and the load networks resulting in degraded efficiency. In order to overcome this problem, an injection-locking mechanism has been employed with the POSC structure.
Figure 7: Simulated drain voltage and current wave shapes of the differential cross-coupled power oscillator

![Simulated drain voltage and current wave shapes](image)

Figure 8: Behavioral block diagram of an injection-locked oscillator

![Behavioral block diagram](image)

The functional block diagram of an injection-locked oscillator has been shown in Fig. 8. The core functionality of an injection-locked oscillator lies in a mixer block. Inside the mixer, the injection signal beats with the free running oscillator signal and the resultant harmonic signals are filtered out by the band pass filter of the LC tank. Only that harmonic
signal falls within the bandwidth of the bandpass filter comes out of the band pass filter, and the oscillator continues to oscillate at that frequency.

Figure 9: Inductive-power-link using differential cross-coupled power oscillator with injection locking

Fig. 9 shows the proposed injection-locked differential POSC where two parallel MOSFETs have been used to inject two differential current signals at the drain terminals of the cross-coupled MOSFETs of the main POSC. Under weak injection ($I_{inj} \ll I$), the phase variation of the output signal can be expressed as [52],

$$\frac{d\theta}{dt} = \alpha_0 + \frac{\alpha_0 \pi I_{inj}}{2Q4I} \sin(\theta_{inj} - \theta)$$  \hspace{1cm} (3.2)
where $Q$ is the quality factor on the resonant tank, $\omega_0 = \frac{1}{\sqrt{LC}}$ is the resonance frequency, $I_{inj}$ is injected current signal with a frequency $\omega_{inj}$ away from free running frequency $\omega_0$, and $I$ is the bias current of the oscillator. The gates of the injection MOSFETs are driven by two low-power crystal oscillators that do not increase the power consumption of the proposed circuit significantly. Under locking condition, the entire circuit works as a first order Phase Locked Loop (PLL) and the output frequency follows the frequency of the crystal oscillator. Due to the very stable frequency reference from the crystal oscillator, the injection-locked POSC can maintain a stable output frequency irrespective of the coupling coefficient variation from two inductive linked coils.

Figure 10: Drain voltage and current wave shapes of the injection-locked POSC for a nominal supply voltage of 3 V

In this work the proposed injection-locked different power oscillator has been simulated using 0.5-µm standard CMOS process to demonstrate the performance of the circuit with coupling coefficient variation. MOSIS provided 0.5-m CMOS models for MOSFETs and ADS simulator have been used to simulate the injection-locked POSC. The link coils and the passive components are envisioned to implement using commercial off-the-shelf (COTS) components. Fig. 10. Drain voltage and current wave shapes of the injection-locked POSC for a nominal supply voltage of 3 V When coupling coefficient equals to one the differential POSC without injection-locking shows more than 90% link efficiency. In this case all of the
LC tank circuits are working in the perfect resonance condition. However, the variation of coupling coefficient is inevitable in real life. The changing coupling coefficient may create the main oscillation frequency to shift which causes the other three LC tank circuits to lose the resonant frequency.

Figure 11: Supply voltage sensitivity of the POSC with and without injection-locking

Considering the case of a patient's body movement, the coupling coefficient sensitivity of the POSC has been simulated using a sweep of 0.1 to 1 with 0.1 increment. To generate a stable output frequency and achieve a higher overall efficiency, injection-locking mechanism has been included with the POSC circuit. The drain voltage and current wave shapes for the injection-locked POSC have been shown in Fig. 10 where it is evident that the zero-voltage switching is still maintained. Two small aspect ratio parallel injection MOSFETs are used to inject two differential weak current signals at the drain terminals of the core oscillator. The gates of the injection MOSFETs are driven by two differential square wave pulses usually generated from a crystal oscillator. For simulation purpose, two square wave voltage sources
are used to drive the injection MOSFETs. The frequency of the injection signal is chosen close to the fundamental frequency of the core oscillator. Under locking condition, the POSC follows the frequency of the injection signal and close-in phase noise becomes the phase noise of the injection signal. Due to the extremely low phase noise performance of the injection signal the frequency drift of the POSC is greatly reduced.

![Percentage frequency deviation with the supply voltage variation](image)

**Figure 12:** Percentage frequency deviation with the supply voltage variation

Fig. 11 shows the graphical plot of frequency variation with the variation of coupling coefficient. The black one with square mark indicates the frequency variation without injection-locking whereas the red one with circle mark indicates the variation due to injection-locking. With the variation of coupling coefficient, the frequency of the regular POSC varies in the neighborhood of the free running frequency until the coupling coefficient exceeds 1. The output frequency error is drastically increase by the decrease of the coupling coefficient. On the other hand with injection-locking, the output frequency maintains a stable 8.6 MHz frequency irrespective of the aforementioned coupling coefficient variation. Fig. 12 indicates the variation of the PAE with the coupling coefficient variation. It is evident from the figure
that for the different coupling coefficient the PAE of the POSC with injection locking is higher. However for a coupling coefficient is 1. The use of a voltage regulator can mitigate this problem at the expense of power loss and poor PAE from the POSC. Unlike voltage regulator, the injection-locking mechanism can work with extreme low-power consumption and keep the system in locked condition for a range of supply voltage variation. The red curve in Fig. 8 represents the percentage frequency change of the injection-locked POSC for the specified supply voltage variation. This indicates a performance improvement of the frequency stability by nearly 20% for a supply voltage variation by more than 1.2 V.

High Efficiency Cross-Coupled ZVS Rectifier

In the recent years, several rectifier structures have been reported in the literature to improve the power-conversion efficiency (PCE). The conventional full-wave bridge rectifier is not a superior option for implantable medical device, because of the low PCE. A bias-flip rectifier unit for energy harvesting from a piezoelectric harvester has been reported in [53]. A differential LC oscillator structure has been utilized as a rectifier with 75% efficiency targeted for biomedical implants [54]. The voltage drop and the power loss from the diode are inevitable for conventional full-wave bridge rectifier. To eliminate these problems, a new CMOS class-E differential circuit has been presented with Zero-Voltage-Switching (ZVS) characteristics to achieve 76% PCE [55]. A new active (‘ideal’) power diode with low voltage drop has been used in the rectifier circuit design. The power rectifier has 80% efficiency with 3.2 V input voltage [56]. Lam et al. presented a zero-threshold-active-diode controlled by four input comparators to design a rectifier unit. The rectifier has a turn-on delay of less than 2 ns and efficiency of 65% to 89% [57]. An integrated full-wave CMOS rectifier based on unbalanced-biased comparators presents more than 82% efficiency [58].

In this work, a differential class-E type ZVS CMOS rectifier is presented. The previously reported diode elements in [55] are replaced with inductors to enhance the PCE. The entire rectifier unit has been designed and simulated by using 0.5-µm standard CMOS technology.
Computer simulation reveals the superior performance compared to the previously reported works.

The proposed class-E differential rectifier with ZVS MOSFETs is shown in Fig. 13. The differential circuit consists of two MOSFETs, two series resonant inductors and capacitors based LC tanks, two load capacitors $C_{p1}$ and $C_{p2}$, two large inductors working as current sources at high frequencies, and a load resistor. The half circuit analysis has been used to describe the circuit behavior. The top series LC tank, L1 and C1, exhibits zero impedance at the resonance condition. However, it generates the $3/4\pi$ phase delay. When M1 is off, the current signal starts flowing into the load capacitor $C_{p1}$. When M1 is turned on by the gate signal, the current signal passes through the M1, and the capacitor starts to discharge. At this point the current signal and the voltage signals are sent to the load resistor. The
ZVS condition offers zero-power loss across the switch and improves the overall conversion efficiency. However, the passive components are considered not to consume any power.

![Diagram of differential class-E rectifier](image)

**Figure 14:** One side of the differential class-E rectifier

The key issue of the differential class-E ZVS rectifier circuit is to improve the PCE on the internal side of the implanted unit. The class-E based structure with ZVS has been chosen to provide maximum efficiency. The half circuit has been showed in Fig. 14. A high-speed switch MOSFET connects the sinusoid source through a series LC tank (L1 and C1), a tuning capacitor (Cp), and a load resistor (RL). RL represents the total impedance of the implantable microelectronics. Fig. 15 shows the idealized voltage and current wave shapes of the circuit. Referring to Fig. 14, the current through the circuit is given by,

\[ I_{in} \cdot \sin\theta = I_d(\theta) + I_p(\theta) + I_{out} \cdot \sin(\theta + \phi) \]  

(3.3)

When the switch is ON, i.e., for \(-\pi < \theta < 0\), \(V_{ds}(\theta) = 0\) and \(I_p(\theta) = 0\). We got,

\[ I_{in} \cdot \sin\theta = I_d(\theta) + I_{out} \cdot \sin(\theta + \phi) \]  

(3.4)
When the switch is OFF, i.e., for $0 < \theta < \pi$,

$$I_d(\theta) = 0$$  \hspace{1cm} (3.5)

The current through the shunt capacitance is given by,

$$I_{in} \cdot \sin \theta = I_p(\theta) + I_{out} \cdot \sin(\theta + \phi)$$  \hspace{1cm} (3.6)

$$I_p(\theta) = I_{in} \cdot \sin \theta - I_{out} \cdot \sin(\theta + \phi)$$  \hspace{1cm} (3.7)
The output impedance is given by,

\[ Z_{\text{out}} = R_L \| \frac{1}{\omega \cdot C_p} = \frac{R_L}{1 + R_L \cdot \omega \cdot C_p} \]  

(3.8)

Hence,

\[ V_{ds} = Z_{in} \int I_p(\theta) d\theta \]  

(3.9)

\[ V_{ds}(0) = 0 \], so \( V_{ds}(\theta) \) is given by,

\[ V_{ds}(\theta) = \frac{R_L}{1 + R_L \cdot \omega \cdot C_p} \cdot \left[ I_{\text{out}} \cdot \cos(\theta + \phi) \cdot I_{\text{in}} - I_{\text{out}} \cdot \cos \phi \right] \]  

(3.10)

Imposing the ZVS condition given by \( V_{ds}(\pi) = 0 \),

\[ \cos \theta = \frac{I_{\text{in}}}{I_{\text{out}}} \].  

(3.11)

Imposing the ZVS, condition at which \( \theta = 0 \),

\[ \sin \theta = -\frac{I_{\text{in}}}{I_{\text{out}}} \].  

(3.12)

From (3.11) and (3.12), we obtain,

\[ \theta = \frac{3}{4} \cdot \pi \].  

(3.13)

From (3.9) and (3.13), we obtain,

\[ \frac{V_{\text{inpeak}}}{2} = -\frac{5.54 \cdot R_L}{\pi (1 + \omega \cdot C_p \cdot R_L)} \]  

(3.14)

The output impedance can be decomposed into two constituents - the real part and the imaginary part. Those two parts can be found by calculating the first order coefficients of the Fourier series of this signal. After equating the real and imaginary parts and using the resonance condition, the output power and the expression for the component values become as follows,

\[ P_{\text{out}} = \frac{1}{2} \cdot I_{\text{out}}^2 \cdot R_L \]  

(3.15)
The expression for load resistor is,

\[ R_L = \frac{\sqrt{2} \cdot P_{out}}{\sqrt{2} \cdot P_{out} \cdot \omega \cdot C_p - I_{in}^3} \]  

(3.16)

The expression of inductor \( L_1 \) is,

\[ L_1 = \frac{2 \cdot P_{out}}{I_{in}^2 \cdot \omega} \]  

(3.17)

The expression of the tuning capacitor \( C_p \) is,

\[ C_p = \frac{\sqrt{2} \cdot P_{out} - I_{in}^3 \cdot R}{P_{out} \cdot \omega \cdot R_L} \]  

(3.18)

The expression of LC tank capacitor \( C_1 \) is,

\[ C_1 = \left( \frac{1}{2 \cdot \pi \cdot f} \right)^2 \cdot \frac{1}{L_1} \]  

(3.19)

The simulated drain voltage and the corresponding drain current from the switching MOSFET are shown in Fig. 16. While the drain voltage excursion is positive, the drain current value is constantly zero. When the drain voltage stays at the zero level, the drain current excursion is going on. Because of the resonant ZVS MOSFET, the drain voltage has been shifted to the higher level. The small unexpected negative voltage pulse is due to the secondary harmonic interference from the final inductors. The bottom inductors and the tuning capacitor \( C_P \) as a parallel LC tank generate some of the unexpected power loss.

The proposed differential rectifier circuit can achieve more than 92% PCE for an input AC source of 7 MHz with peak to peak voltage of 2 V. In Fig. 17, the output voltage is around half of the peak input voltage, but the PCE is over 92%.

Table 1 shows the performance comparison of the proposed rectifier with the previously reported works. The proposed new class-E rectifier has the highest PCE of all. Table II shows the effectiveness of the design equations to design the proposed rectifier with the simulation results. In Table 2, the inductor \( L_1 \) and the capacitors \( C_1 \) and \( C_P \) are considered to be implemented off-chip. Finally Fig. 18 shows the variation of the output power and the PCE of the rectifier with the variation of output voltage. The output power varies almost
Figure 16: Drain voltage and drain current outputs of the rectifier circuit

Table 1: Performance comparison of the proposed rectifier with the previously reported works

<table>
<thead>
<tr>
<th></th>
<th>[54]</th>
<th>[55]</th>
<th>[56]</th>
<th>[57]</th>
<th>[58]</th>
<th>This Work</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{in-p}$</td>
<td>3 V</td>
<td>2 V</td>
<td>3.2 V</td>
<td>1.5 V -3.5 V</td>
<td>1.2 V -2.4 V</td>
<td>2 V</td>
</tr>
<tr>
<td>$V_{out}$</td>
<td>4.35V R=400 $\Omega$</td>
<td>3V R=1 $K\Omega$</td>
<td>3.02 V R = 10 $K\Omega$</td>
<td>1.27 V-3.45 V (unloaded)</td>
<td>1.13 V-2.28 V</td>
<td>1 V R=100 $\Omega$</td>
</tr>
<tr>
<td>$Freq.$</td>
<td>7 MHz</td>
<td>8 MHz</td>
<td>5 MHz</td>
<td>13.5 MHz</td>
<td>200 KHz</td>
<td>7 MHz</td>
</tr>
<tr>
<td>$PCE$</td>
<td>75%</td>
<td>76%</td>
<td>80%</td>
<td>65%-89%</td>
<td>82%-87%</td>
<td>92%</td>
</tr>
</tbody>
</table>

linearly with the output voltage whereas the PCE varies linearly up to 1 V and after that it shows a level off pattern.
A modified class-E type CMOS differential cross-coupled rectifier circuit has been presented in this work. To estimate the components’ values, design equations are presented
and verified with computer simulation. The theoretical values and the values from the computer simulation bear a close match. The ZVS structure eliminates the power loss from the transistor. In the proposed structure, the diodes are replaced by simple inductors to minimize the power loss from the last stage. Even though the final output voltage level is around half of the input peak level, the PCE remains higher than the previously reported diode ended rectifier circuits. Simulation results indicate a PCE of 92% for an input signal of 7 MHz, 2 V (peak) with a load resistance of 100 Ω.
4. SIGNAL PROCESSING UNIT

The second unit of the wirelessly-powered implant system is signal processing unit which is highlighted in the Fig. 19.

![Diagram of the signal processing unit](image)

Figure 19: The signal processing as the second unit in the wirelessly-powered implant system offers multiply signal processing functions.

Signal processing unit is designed to process the information of vital physiologic phenomena in the bio-electric signals. The signal processing unit includes many blocks such as
The low-noise amplifier, filter/filter bank, and linear operations [59]. The low-noise amplifier is designed to amplify the bio-electric signals captured by sensor array. The filter block function as the band selector filter out the desired signal band. The linear operations, usually based on software, provides signal analysis tools such as Fourier Transform, Hilbert Transform, and Continuous Wavelet Transform.

Problem statements and solutions

*Statements of the problems*

The small power budget for and high data volume are considered as two major challenges in the signal processing unit design. Due to the high power requirement and the circuit complexity, the conventional signal processing unit in the implantable signal recording system only has very basic function such as low-noise amplification and ADC blocks[60][59]. The signal analysis such as Fourier Transform, Hilbert Transform, Continuous Wavelet Transform, feature extraction, and data compression are based on the software. In this scheme a high resolution ADC is required to ensure the accuracy of the sampled data. However, due to the limited bandwidth of the wireless communication unit in the implantable recording system, the signal need to be compress and processed before the data converting unit.

The Fig. 20 shows the power budget of different unit in the implantable system [34]. The wireless communication unit is the most power consumption units in the system. The wireless communication unit could consume around 50% of total power. 30% of power is allocated to the data conversion unit. Only 20% of total power is used in the signal processing unit.

Fig. 21 shows the block diagram of conventional implantable recording system. The reported works showed that a signal amplifiers power consumption could reach ten $\mu$W [34]. Furthermore, the power consumption of the filter bank can reach 262 $\mu$W [61]. The state of the art of the implantable recording system has around 100 channels [32]. If we
Figure 20: The power allocation for signal processing unit, data conversion unit, and communication unit

Figure 21: The block diagram of implantable recording system

have 100 channels in our system, the total power consumption can reach as high as 27 mW with only amplifier and filter bank in the signal processing system. However, the average power transmit from the inductive power link is around 15 mW[62]. The power allocated
to the signal processing is only 20% of the total transmitted power. To support around 100 channels signal processing unit by using 3 mW power is a major challenge.

Furthermore, A typical recording experiment with a 100 micro-electrode array sampled at 25 kHz per channel with 12-bit has 30 Mbps data rate [63]. But 30 Mbps is beyond the reach of state-of-the-art wireless telemetry [63]. The data compression is needed before the data conversion unit.

**Proposed solutions**

To achieve a low-power design, we have two primary solutions. The first is using the bio-inspired circuit structure. The second is the combination of the two function blocks to produce amplification and filter at the same time. The second method is to use the neural feature to make a low-power circuit design. The silicon neural based on the current sinking and sourcing with log-domain function could generate different spike signal with ultra low-power consumption. The block with gain and delay could be used in the amplifier and filter design.

In order to reduce the data value, spike detection is used. Instead of sending whole data, the system could send the spike pulse which contains the most information of the signals [64]. In order to achieve the spike detection and data compression, a wavelet transform is used in this design. However, The conventional wavelet is based on software that requires high data rate ADC to minimize the loss of information of the signal. The high performance ADC usually has high power consumption [45]. Furthermore, for applications requiring real-time processing, such as implanted or mobile biomedical devices, low-power consumption is a priority. Hence, the signal processing block should be implemented in hardware instead of software. Most of the hardware based wavelet transform is based on digital which also depends on the performance of ADC. In order to lower the power consumption of the hardware-based wavelet transform, many research groups start to build low-power analog wavelet transform. The analog circuits can offer reduced power consumption compared to the digital counter [47].
Silicon neural

The silicon neural structure greatly decrease the power consumption by using the current sourcing and sinking method. The amplifier and filter design is the based on our proposed work [1]. In order to deep understand the structure of the neural inspired circuit design, the structure of the bursting silicon neural design and simulation is showed below.

Introduction

Neuron is the fundamental unit of neuromorphic computation, an energy-efficient information processing technique in living organisms. A single neuron is connected to thousands other neurons. Communication among neurons takes place via electrical signals that are produced as a consequence of the variation of the neuron membrane conductance for the various ions present in a cell.

The formulation of the electrical model of the neuron by Hodgkin and Huxley in the early 1950s facilitated the development of the silicon neuron. This has spurred active research in the area of neuromorphic engineering, such as mimicking the physiological behavior of the human brain, etc. Several implementation of the silicon neuron have been reported in the literature, ranging in complexity from simple current-to-spike frequency generators to multicompartment, multichannel models, and ranging in density from a single neuromorphic neuron to arrays of tens of thousands neurons [65, 66, 67].

Bioinspired and neuromimetic designs are the two existing design approaches in neuromorphic engineering. The bioinspired design is based on a minimal neuron model, which facilitates ease of implementation, reduced power consumption and flexibility to create large complex networks. On the other hand, the neuromimetic design is a more detailed implementation of neurobiological phenomena. Neuromimetic design addresses issues in neuroscience such as comprehension of central pattern generator [68], rhythmic motor control [69], or vision processing [70]. Compared to the bioinspired design, the neuromimetic design is much more accurate in mimicking the behavior of a real neuron.
Complexities in the implementation of neuromimetic design led researchers to investigate bioinspired silicon (Si) neuron architectures. Several bioinspired Si neuron architectures have been reported, leaky-integrate-and-fire model, oscillatory neuron structures, Izhikevich neuron model, to name a few. The leaky-integrate-and-fire model, based on current stimulus, cannot imitate the cortex and the behavior of a real neuron. Oscillatory neuron structures cannot produce all the spiking and bursting patterns that are observed in a real neuron [71]. The Izhikevich neuron model, considered one of the most effective neuron model, is able to generate different neuronal signals, and has been implemented with only 14 MOSFETs [72]. However, the parameters in the Izhikevich neuron model lack biophysical meaning. Hence, bioinspired silicon neuron have not been effective in reproducing the dynamics of a real neuron.

The H-H model is a neuromimetic design that provides the most accurate representation of the ionic dynamics [73]. It models the Si neuron based on the ionic flow through the neuron membrane with a set of equations. A conductance based H-H type neuron model has also been reported, but the implementation requires a large number of transistors [74, 75].

In this paper, a novel four-channel Si neuron architecture based on the bursting H-H model is presented. The four-channel Si neuron reflects the relationship between the internal current flow and the variation of the output membrane signal [76]. The proposed structure highly improves the power efficiency by eliminating the duplicated current flow present in [74, 75]. The proposed Si neuron can produce four different neuronal signals - spiking, spiking latency, bursting, and chaotic signals. The entire structure is designed using 0.13 μm standard CMOS process. The proposed design achieves ultra-low-power consumption due to the use of fewer transistors and subthreshold region operations of the transistors. The simulation results indicate that the total power consumption of the proposed Si neuron cell is only 43 nW.
A H-H model Si neuron includes four ion channels. Fig. 22 shows the functional block diagram of a single Si neuron model. The first channel carries L-type Ca current. The second channel carries a rapidly inactivating T-type voltage sensitive Ca current. The third channel carries a voltage-sensitive K current and the fourth channel carries a leakage current, which represents the rest of the ionic flows in the cell. The leakage current and the K channel current charge the membrane capacitance, while the L-type and the T-type Ca channels discharge the membrane capacitance. The membrane voltage is a function of the sum of the ionic currents in the four channels that flow into the membrane capacitance $C_{\text{mem}}$.

The voltage across the membrane capacitance is

$$C_{\text{mem}} \frac{dV_{\text{mem}}}{dt} = I_{\text{leak}} + \sum_j I_j,$$

where $C_{\text{mem}}$ is the membrane capacitance, $V_{\text{mem}}$ is the membrane potential, and $I_j$ is the current from the $j^{th}$ ionic channel associated with the corresponding channel voltage-dependent-conductance.

The H-H model contains two different states - ‘activation’ and ‘inactivation’ [8]. In this design only activation state is used to define the ionic currents. The currents due to
voltage-dependent conductance is

\[ I_j = \tilde{g}_j \cdot \tilde{m}_j \cdot (E_j - V), \quad (4.2) \]

where \( \tilde{g}_j \) is the maximal conductance, \( \tilde{m}_j \) is the normalized state variable, and \( E_j \) is the reversal potential.

The ionic currents are generated by the difference in membrane potential from the reversal potentials \( v_{Ca-L}, v_{Ca-T} \) and \( v_K \) [65], across the conductances \( g_{Ca-L}, g_{Ca-T} \) and \( g_K \).

\[ I_{Ca-L}(v) = g_{Ca-L} \cdot m_{\infty-L} \cdot (V - v_{Ca-L}) \quad (4.3) \]

\[ I_{Ca-T}(v) = g_{Ca-T} \cdot m_{\infty-T} \cdot (V - v_{Ca-T}) \quad (4.4) \]

\[ I_K(v) = g_K \cdot n \cdot (V - v_K) \quad (4.5) \]

\[ I_{leak} = g_L \cdot (V - v_L) \quad (4.6) \]

\[ \frac{dm_L}{dt} = \frac{m_{\infty-L}(v) - m_{\infty-L}}{\tau_{m_{\infty-L}}} \quad (4.7) \]

\[ \frac{dm_T}{dt} = \frac{m_{\infty-T}(v) - m_{\infty-T}}{\tau_{m_{\infty-T}}} \quad (4.8) \]

\[ \frac{dn}{dt} = \frac{n_{\infty}(v) - n}{\tau_n} \quad (4.9) \]

\[ x_{\infty} = \frac{1}{1 + \left( \exp \frac{V_c - v}{X_c} \right) \cdot x_{\infty} \in [m_{\infty-L}, m_{\infty-T}, n]. \quad (4.10) \]

The equations (3)-(10) represent the mathematical model of the H-H silicon neuron. The conductances used to generate the ionic currents are modulated by the set of gating
parameters, $m_{\infty-L}, m_{\infty-T}, n \in [0,1]$ which represent the opening and closing to the ionic channels in the neuron cell. $g_{Ca-L}, g_{Ca-T}, g_L$ and $g_K$ are the transconductances in Ca-L, Ca-T, K and leakage channels. The functions $m_{\infty-L}(v), n_{\infty}(v)$ and $m_{\infty-T}(v)$ are the steady-state activation functions. $v, V_x$ and $X_x$ represent the membrane potential, the zero crossing point of the sigmoid function and the slope of the sigmoid function, respectively. $v_{Ca-L}, v_{Ca-T}, v_K$ and $v_L$ are the threshold voltages in the Ca-L, Ca-T, K, and the leakage channels. $\tau$ is the time constant generated from the log domain filter.

![Figure 23: Transient outputs of different ionic current channels.](image)

Fig. 2 depicts the variation of ionic currents with time for a single spike generation. Initially, the membrane capacitor has no charge. The leakage current slowly charges this capacitor to the certain potential, which opens up the potassium (K) channel. The potassium current increases with the increasing membrane potential. As a consequence of high membrane potential, the L-type calcium (Ca) channel is turned on, and the L-type current starts to discharge the membrane capacitor. However, as the charging process is faster than the discharging process, the membrane voltage continues to increase. When
the membrane potential finally reaches a certain value, the T-type Ca channel opens and completely discharges the membrane capacitor. This process is repeated.

In the proposed Si neuron implementation, each ionic channel is constructed using a sigmoid function block, a log-domain filter, and a linear transconductor. A brief description of all of these building blocks along with the different ionic channels are presented in the following sections.

The sigmoid function behavior can be implemented using a subthreshold MOSFET-based differential amplifier. In this work, two types of sigmoid functions with different conductance behaviors are used. The T-type Ca current is active at a low threshold voltage, and becomes inactive rapidly, thereafter. Hence, a fast-response sigmoid function is required to implement the T-type Ca current channel. A gate controlled MOSFET differential amplifier-based sigmoid function (Fig. 24 (top)) serves that purpose. The body controlled MOSFET-based sigmoid structure, with a wider range (Fig. 24 (bottom)), is used in the L-type Ca block and in the potassium block.

For a MOSFET operating in subthreshold region, the drain current can be approximately expressed as

![Diagram of sigmoid function blocks](image)

Figure 24: The gate controlled (top) and body controlled (bottom) sigmoid function.
\[ I_D = I_o \left( \frac{W}{L} \right) e^{\frac{V_{GS}}{kT}}, \]  

(4.11)

where \( I_o \), \( \left( \frac{W}{L} \right) \), \( \kappa \), \( V_{GS} \), and \( V_T \) represent the technology current, MOSFET aspect ratio, non-ideality factor, gate-to-source voltage, and the thermal voltage \( (=\frac{kT}{q} \approx 25mV @ 27C) \) respectively. For the MOSFET pair in Fig. 3 (top), the device currents can be expressed as

\[ I_{D1} = \frac{I_{bias}}{1 + e^{\frac{V_{mem} - V_s}{kT}}} \]  

(4.12)

\[ I_{D2} = \frac{I_{bias}}{1 + e^{\frac{V_{mem} - V_s}{kT}}} \]  

(4.13)

From (4.12) and (4.13), it is evident that the sigmoid characteristics is achieved from a MOS differential pair working in the subthreshold region.

In a similar manner, we can derive the expression for current in the body driven sigmoid-function circuit as,

\[ I_{D3} = \frac{I_{bias}}{1 + e^{\frac{V_{mem} - V_s}{V_T}}} \]  

(4.14)

Comparing (4.12) and (4.14), it can be seen that the subthreshold current in the gate driven sigmoid function is dependent upon \( \kappa \), while the body-driven sigmoid function is not. For a typical value of \( \kappa \) of about 0.7, the gate driven sigmoid function shows a faster response than the body driven sigmoid function.
The operation of the log-domain filter can be explained using the translinear circuit principle. The circuit schematic of the log-domain filter is shown in Fig. 25. The current flowing through $M_1$ is defined by

$$I_{in} - I_d = I_{out}$$  \hspace{1cm} (4.15)

where $I_d$ represents the current through the $M_d$ with zero gate-to-source bias voltage.

The capacitor current can be expressed as

$$I_c = C \frac{dV_{GS2}}{dt} = I_d.$$  \hspace{1cm} (4.16)

Using (4.11), (4.15) and (4.16), we get

$$\frac{dI_{out}}{dt} = \frac{I_{in} - I_{out}}{CV_T \kappa I_d}.$$  \hspace{1cm} (4.17)

From (7), (8), (9) and (4.17), the time constant $\tau$ can be expressed as

$$\tau = \frac{CV_T}{\kappa I_d}.$$  \hspace{1cm} (4.18)
The main purpose of using linear transconductance is to control the output current with the variation of membrane voltage. The current expressed in the equations (3) - (6) can be implemented using linear transconductance. The linear region of a regular sigmoid function is used as the linear transconductance. Fig. 26 shows the circuit schematic of the linear transconductor where the controlling parameter is the bias current of the tail MOSFET. Fig. 27 shows the linear transconductor I-V plot. The output current of the linear transconductor for subthreshold region operation can be approximated as

\[ I_{out} = I_{bias} - I_{bias} \cdot \frac{K}{V_T} \cdot (V_m - V_K), \]

where \( V_T \) denotes thermal voltage.

Figure 26: Linear transconductance based on linear region of sigmoid function.

Figure 27: Variation of output current of the linear transconductor.
The L-type calcium current channel is shown in Fig. 28. In this design, the functional blocks are stacked on top of each-other to facilitate current reuse. A Wilson current mirror \((M_1 - M_4)\) duplicates the current from the current source. The output current from \(M_4\) is fed into a body driven sigmoid function block \((M_5, M_6)\). \(V_{s,Ca,L}\) serves as the reference voltage that controls the current steering point of the sigmoid function. The output current from \(M_6\) in the sigmoid function block directly goes into the log-domain filter. In the log domain filter, \(M_7\) acts as a nonlinear load and provides a low impedance for charging the capacitor \(C\). The capacitor adds delay to the system. The delayed current from \(M_{11}\) in the log-domain filter acts as the bias current for the linear transconductor \((M_9, M_{10})\). The linear transconductor circuit is controlled by the gate voltages \(V_{mem}\) and \(V_{k,Ca,L}\). The final output current \(I_{Ca,L,\text{out}}\) is controlled by the voltage \(V_{k,Ca,L}\) in the linear transconductor circuit. This current discharges the membrane capacitor through \(M_{10}\).

The T-type calcium current channel is shown in Fig. 29. Similar to the Ca-L channel, the Ca-T channel consists of a Wilson current mirror that duplicates the current from the current source. The output current from \(M_4\) flows into the sigmoid-function circuit. A
Figure 29: Circuit schematic of the T-type Ca channel.

Figure 30: Circuit schematic of the Potassium (K) channel.
gate controlled sigmoid-function circuit is used in this channel, which results in the drain currents in $M_5$ and $M_6$ to have a faster response with the changes in $V_{mem}$. $V_{s,Ca,T}$ serves as the reference voltage that controls the current steering point of the sigmoid function. The output current from $M_6$ in the sigmoid-function circuit charges the capacitor $C$ in the log-domain filter circuit($M_7, M_8, M_{11}, C$). When $V_{mem}$ is higher than $V_{k,Ca,T}$, the output current rapidly decreases for increasing $V_{mem}$. The final output current of the Ca-T channel, $I_{Ca,T,\text{out}}$, controlled by the voltage $V_{k,Ca,T}$, discharges the membrane capacitor.

The implementation of the potassium channel, shown in Fig. 30, is similar to the L-type calcium channel. The current reuse technique and the body controlled sigmoid function ($M_5, M_6$) have been used in this channel as well. A second Wilson current mirror ($M_{12}, M_{13}, M_{14}, M_{15}$) is employed at the output to duplicate the drain current in $M_{10}$. Unlike the L-type Ca channel current, the use of this current mirror results in the current, $I_{K,\text{out}}$, that charges the membrane capacitor.

The circuit schematic of the leakage channel is shown in Fig. 31. The leakage current represents the neuron current other than that contributed by the ionic current flow. This current has neither the non-linear behavior nor the differential coefficients present in the ionic currents. The schematic consist of a pair of current mirror and a linear transconductance. The final output current level controlled by the $V_{K_L}$ port is directly fed into the membrane capacitor.

**Simulation Results**

The Si neuron cell is designed using 0.13 $\mu$m standard CMOS process. The channel width and the length of the MOSFETs used in the Ca-L, Ca-T, K and the leakage channels are 160 $nm$ and 120 $nm$, respectively, with few exceptions. For the ion channels, the channel width and the length for $M_7$ are 320 $nm$ and 120 $nm$, respectively. For the leakage channel, the MOSFETs $M_5$ and $M_6$ have channel width and length of 160 $nm$ and 180 $nm$, respectively. The simulation results show that the system is capable of generating bursting and spiking signals based on the log domain filter’s delay. The delay can be manipulated by changing
the capacitor value in the log domain filter. Four distinct output signals were generated by the proposed design namely spiking, spiking latency, bursting, and chaotic signal. The range of capacitor values in the log domain filter for each ion-channel block for specific output type is shown in Table 3.

Initially, the capacitors in the log-domain filters in the Ca-L, Ca-T and K channels are in the range shown in the second column of Table 3. Such circuit configuration produces spiking output, which is shown in Fig. 32. When the membrane capacitor has very little charge, it is slowly charged by the leakage current. When the membrane capacitor potential reaches a specific value, the potassium channel opens, and the potassium channel current rapidly charges the membrane capacitor. The high potential in the membrane capacitor
results in current flowing through the Ca-L and the Ca-T channels, which discharge the membrane capacitor. Hence, the spiking output is observed. Spiking signal with amplitude 0.76 V, spiking width 10 ms, and frequency 43 Hz was observed.

![Figure 32: Tonic spiking output](image1)

![Figure 33: Spiking latency output](image2)

As the capacitor in the log domain filter in the Ca-T channel is changed within the range 26 - 120 pF, spiking latency output is observed, which is shown in Fig. 33. For the proposed
circuit, spiking latency signal with an amplitude of 0.76 V, spiking width of 10 ms, and the signal frequency of 40 Hz was observed. Bursting signal, shown in Fig. 34, was observed as the third output of the proposed Si neuron. The bursting frequency of 400 Hz was observed, with 40 Hz bursting envelope and 0.76 V amplitude. The last variety of output generated by the proposed Si neuron is chaotic signal, which is shown in Fig. 35. The unbalance in the charging and the discharging current of the membrane capacitor results in chaotic output.
Fig. 36 is the phase plane plot for membrane voltage versus L-type calcium current, which shows an attractor for a chaotic system. The chaotic behavior of the proposed Si neuron was confirmed by calculating the largest Lyapunov exponent (LLE). The L-type Ca current time series data from the proposed Si neuron circuit was used for the LLE calculation using the method explained in [77]. Fig. 37 shows the results of LLE calculation as a plot of log of divergence against time, for time series with 2000 data points. A positive LLE value of 1.83, obtained from the calculation, confirms that the fourth variety of signal produced by Si neuron circuit is chaotic.

A Monte Carlo simulation with 96% confidence factor is performed for the spiking output, which is shown in Fig. 38. For 80 iterations, the standard deviation is found to be 0.275 with the average frequency value of 12 Hz. The stability of the circuit performance meets the design requirement.

Table 4 shows the performance comparison of the proposed Si neuron architecture with the previously reported works.
Figure 37: Plot of log of divergence versus time for LLE calculation. The slope of the dotted line gives the value of the largest Lyapunov exponent.

Figure 38: Monte Carlo simulation of spiking output.

Conclusion

A compact, ultra-low-power implementation of the bursting Hodgkin-Huxley model-based silicon neuron is presented in this paper. The proposed Si neuron is capable of generating
Table 4: Performance Comparison with Previously Reported Works

<table>
<thead>
<tr>
<th></th>
<th>[71]</th>
<th>[72]</th>
<th>[78]</th>
<th>This Work</th>
</tr>
</thead>
<tbody>
<tr>
<td>Process</td>
<td>0.25 mm</td>
<td>1.2 mm</td>
<td>0.5 mm</td>
<td>0.13 mm</td>
</tr>
<tr>
<td>Supply Voltage</td>
<td>2.5 V</td>
<td>-</td>
<td>3.3 V</td>
<td>1 V</td>
</tr>
<tr>
<td>Power Consumption</td>
<td>4.5 mW</td>
<td>1 mW</td>
<td>300 mW</td>
<td>43 nW</td>
</tr>
</tbody>
</table>

four different outputs - spiking, spiking with latency, bursting, and chaotic signals. The different spiking outputs can be generated using the same circuit, by varying the value of the capacitor present in the log domain filter. Unlike conventional parallel structure for a log-domain filter, a simple structure has been adopted and stacked with the sigmoid function block for bias current reuse. The current reuse technique and subthreshold MOSFETs have facilitated ultra-low-power consumption. The compact Si neuron uses 43 MOSFETs. Simulation results show that the total power consumption, irrespective of the output signal type, is only 43 nW.

The silicon neural structure shows the ultra low-power. Furthermore the sigmoid block could generate gain, and log-domain low pass filter could generate the delay for the current. Those feature could be easily used in the filter or amplifier’s circuit design.

**Neuromorphic Bandpass Filter**

We present a neuromorphic low-power bandpass filter [79]. The simplified Hodgkin Huxley neuron model is used in this bandpass filter design. Two current mirror based log-domain blocks working as sodium and potassium channels create the current sourcing and sinking profile. The center frequency can be tuned by the bias current. The proposed bandpass filter consumes only 5 nW with a 0.5 V supply for a center frequency of 200 Hz. The Monte Carlo simulation reveals 58 $\mu V_{rms}$ input-referred noise and 1% THD for $7 mV_{p-p}$ of input signal. Our proposed structure achieves 41 dB dynamic range.
The proposed neuromorphic band pass filter architecture is inspired by the ionic mechanism of the biological neuron. A single ion channel in the silicon neuron has three major blocks - sigmoid function block, log-domain block, and linear transconductor block. The linear region of the sigmoid function can be used as the first gain stage of the operational amplifier. The current mirror based log-domain filter can add the delay into the current. The linear transconductor controls the final output current level. The block diagram of the log-domain filter is shown in Fig. 39. A parallel connection of a potassium block and a sodium block in the filter achieves the sourcing and sinking mechanism. The output current from the sigmoid function feeds into the current mirror based log-domain filter. The capacitor in the log-domain filter adds the delay into the current and creates poles for the system. Finally, the current flows into a capacitor, $C_{mem}$ through a linear transconductor circuit.
In order to save the power and reduce the noise contribution, the sigmoid block has been replaced by a subthreshold MOS based linear gain block. The linear transconductor block in the last stage of each channel has been removed to achieve higher gain. The circuit schematic of the proposed neuromorphic bandpass filter is shown in Fig. 40.

![Circuit schematic of the proposed bandpass filter.](image)

Figure 40: Circuit schematic of the proposed bandpass filter.

The input of the filter in Fig. 40 uses one NMOS for input signal. The total current flowing through the input transistor is controlled by the total bias current $I_{Bias}$ and the input voltage $V_{in}$. The approximated linear expression of the current, $I_{ref}$ is,

$$I_{ref} = \frac{I_0 \cdot I_{Bias} \cdot \kappa \cdot \left(\frac{W}{T}\right)^3 (1 + V_{in})}{U_T + \kappa I_{Bias}}, \quad (4.20)$$
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where $V_{in}$ is the input voltage, $I_o$ is the technology current, $\kappa \approx 0.7$ is the non-ideality factor, and $U_T$ represents the thermal voltage ($=\frac{kT}{q} \approx 25mV @ 27^\circ C$).

**Frequency Response**

The circuit can be divided into two different parts based on the charging current $I_{Na}$ and the sinking current $I_K$. From Fig. 40, $I_{Na}$ is the output of the top current mirror ($M_1$ and $M_2$) based log-domain filter. The capacitor in this block brings a pole into $I_{Na}$. The frequency response of the output current from the top section is,

$$I_{Na} = \frac{I_{ref} \cdot \kappa I_1}{s + \frac{\kappa I_1}{C_{Na} U_T}},$$  \hspace{1cm} (4.21)

where $I_1$ is the drain current flowing through $M_1$.

Similarly, the discharging current $I_K$ can be expressed as

$$I_K = \frac{I_{ref} \cdot \kappa I_4}{s + \frac{\kappa I_4}{C_K U_T}},$$  \hspace{1cm} (4.22)

Finally, the transfer function of the output voltage is,

$$\frac{V_{out}}{V_{in}} = \beta \cdot \frac{s + \frac{\kappa (I_1 - I_4)}{U_T C_{Na} C_K (I_1 \cdot C_K - I_4 \cdot C_{Na})}}{\left( s + \frac{\kappa}{C_{Na} U_T} \right) \left( s + \frac{\kappa}{C_K U_T} \right) \left( s + \frac{r_2 + r_5}{C_L \cdot r_2 \cdot r_5} \right)},$$  \hspace{1cm} (4.23)

where

$$\beta = \frac{\kappa^2 \cdot I_0 \cdot I_{Bias} \cdot \left( \frac{W}{L} \right)}{U_T \cdot C_L \cdot C_{Na} \cdot C_K (I_1 \cdot C_K - I_4 \cdot C_{Na}) (U_T + \kappa I_{Bias})}.$$

Three poles and two zeroes are observed from the above equation. The pole locations are mainly controlled by the membrane capacitor, and the log-domain capacitors in each channel. The location of the first zero is controlled by the reference current, MOSFET transconductance, and log-domain capacitors. Due to the nano-ampere level reference current, the zero location is ahead of the first pole. The gain starts to increase by $20 \text{ dB/dec}$ after the location of the zero. The first pole location gradually diminishes the gain increase resulting in a flat gain level and the second and the third poles lower the gain beyond the
higher cut-off frequency. The first pole is created due to the log-domain filter capacitor $C_K$ in the potassium block. The second pole is created due to the capacitor $C_{Na}$ which contributes the lower cut-off frequency. The output capacitor controls the location of the third pole.

**Simulation Results**

The proposed low-power neuromorphic bandpass filter has been designed in 0.13-$\mu m$ standard CMOS technology. The entire filter structure consists of 5 transistors. The neuron-inspired structure and sub-threshold MOSFETs have been used to achieve low-power consumption. The charging and discharging profiles of different ionic channels of a Si neuron are utilized to achieve the bandpass filter characteristics.

![Figure 41: Magnitude response of the proposed bandpass filter.](image)

The magnitude of the frequency response is shown in Fig. 41. The center frequency moves almost linearly for 150 Hz to 300 Hz of the proposed bandpass filter for the reference current $I_{Bias}$ ranging from 5 nA to 15 nA.
Fig. 42 shows the Monte Carlo simulation results of the integrated input-referred noise due to the device mismatch and process variation. An average input-referred noise voltage of 58 $\mu V_{rms}$ is obtained with a standard deviation, $\sigma$ of $14 \times 10^{-6}$ V. A transient simulation with a sinusoidal input of 7 $mV_{p-p}$ and 200 Hz frequency, is performed. The corresponding Monte Carlo simulation as shown in Fig. 43 depicts a total harmonic distortion of 1.3% with a $\sigma$ of 0.9.

With a 0.5 V supply and for a center frequency of 200 Hz, the power consumption of this bandpass filter is 5 $nW$. According to the THD and input-referred noise results from the Monte Carlo simulation, the dynamic range of the proposed architecture is 41 dB.

![Figure 42: Monte Carlo of the input-referred noise.](image)

**Conclusion of neuromorphic bandpass filter**

In this paper a neuromorphic ultra-low-power bandpass filter is presented. The current sourcing and sinking profiles of different ionic channels in silicon neuron are utilized to
achieve the bandpass filter characteristics. The filter is designed in a standard 0.13-\(\mu m\) CMOS process with only 5 transistors working in the weak-inversion saturation regions. The proposed bandpass filter consumes 5 \(nW\) with a 0.5 V supply for a center frequency of 200 Hz. The center frequency can be tuned from 150 Hz to 1.5 KHz. The Monte Carlo simulation reveals 58 \(\mu V_{rms}\) input-referred noise and 1\% THD for 7 \(mV_{p-p}\) of input signal, that results in a dynamic range of 41 dB.

**Bioinspired Bandpass Biopotential Amplifier-Filter Bank**

The proposed amplifier-filter mimics the ionic current flow mechanism of the neuron. The current sourcing and sinking profiles of sodium and potassium channels in silicon neuron are utilized to achieve the amplification and bandpass characteristics. The design is focused on the narrow band in each channel to improve the input-referred rms noise performance and noise-efficiency factor (NEF). By selecting the certain frequency band for each channel,
the amplifier-filter bank could cover the entire frequency spectrum. The amplifier-filter bank consumes a total of 1.8525 $\mu$W for the signal band of 40 Hz to 10.8 KHz and shows noise-efficiency factor of approximately 3 per channel.

**System Architecture**

The block diagram of the proposed amplifier-filter bank is shown in Fig. 44. Four amplifier-filter blocks are connected in parallel to a common electrode. The higher-cutoff frequency of the preceding block coincides with the lower-cutoff frequency of the succeeding block. By combining four blocks, the amplifier-filter covers the frequency range from 40 Hz to 10.8 KHz. The distributed band coverage topology achieves low-noise, low NEF and ultra-low-power consumption.

![Figure 44: Block diagram of a neuron inspired amplifier-Filter bank.](image-url)
The block diagram of a neuromorphic amplifier-filter is shown in Fig. 45. The simplified Hodgkin Huxley neuron model uses two current mirror based log-domain blocks to form the sodium and potassium channels. The action potential is created by sourcing and sinking current through sodium and potassium channels. The individual ion channel of the silicon neuron contains three major blocks - sigmoid function block, log-domain block, and linear transconductor block [1]. The linear region of the sigmoid function is used to create the first gain stage of the operational amplifier. A series connection of a potassium block and a sodium block in the filter achieves the sourcing and sinking mechanism. The output current from the sigmoid function is fed into the current mirror based log-domain filter. The capacitor in the log-domain filter adds delay to the current and creates poles for the system. Finally, the resultant current from the sodium and potassium channels flows into a capacitor $C_{mem}$ through the linear transconductor block.
In terms of the power saving and the noise reduction, the sigmoid block has been replaced by a subthreshold MOS based linear gain block. The PMOS based log-domain filter creates the time constant of the sodium current, and the NMOS based log-domain filter creates the time constant of the potassium current. The linear transconductor block has been removed to achieve high gain [80]. Two opposite currents with different delay constants make the system behaving as a bandpass filter. The circuit schematic of the proposed amplifier-filter is shown in Fig. 46. By cascading two similar blocks, the amplifier-filter shows higher gain and sharper bandwidth.

**Simulation Results**

The proposed amplifier-filter bank has been designed in 0.13-µm standard CMOS technology. The neuron inspired architecture and distributed filter bank principle have been used to achieve low-noise and low NEF with ultra-low-power consumption. Fig. 47 is the gain plots...
of each amplifier-filter with center frequencies at 200 Hz, 900 Hz, 2400 Hz, and 7700 Hz.

In order to cover the entire biosignal frequency band, the higher-cutoff frequency of the preceding block coincides with the lower-cutoff frequency of the succeeding block. The results showed that the amplified-filter bank not only precisely selects the desired sub-band but also amplifies the signal. Fig. 48 shows the individual input-referred noise of the amplifier-filter blocks. The resultant bandwidth allocation among all the amplifier-filter blocks shows an exponential behavior as shown in Fig. 49.

Figure 47: The gain plots of the biopotential bandpass amplifier-filters.

Table 5: Performance summary of the proposed biopotential bandpass amplifier-filter bank

<table>
<thead>
<tr>
<th></th>
<th>1st block</th>
<th>2nd block</th>
<th>3rd block</th>
<th>4th block</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bandwidth (Hz)</td>
<td>360</td>
<td>1000</td>
<td>2800</td>
<td>6600</td>
</tr>
<tr>
<td>Lower-cut off frequency (Hz)</td>
<td>40</td>
<td>400</td>
<td>1400</td>
<td>4200</td>
</tr>
<tr>
<td>Higher-cutoff frequency (Hz)</td>
<td>400</td>
<td>1400</td>
<td>4200</td>
<td>10800</td>
</tr>
<tr>
<td>Input-referred noise ($\mu V_{\text{rms}}$)</td>
<td>10</td>
<td>8.8</td>
<td>6.8</td>
<td>6.9</td>
</tr>
<tr>
<td>NEF</td>
<td>2.4</td>
<td>3.1</td>
<td>3.2</td>
<td>2.9</td>
</tr>
<tr>
<td>Power ($\mu W$)</td>
<td>0.015</td>
<td>0.0825</td>
<td>0.465</td>
<td>1.29</td>
</tr>
<tr>
<td>Max. signal (1% THD) ($\mu V_{p-p}$)</td>
<td>80</td>
<td>240</td>
<td>200</td>
<td>230</td>
</tr>
</tbody>
</table>
Figure 48: The input-referred rms noise of each amplifier-filter block.

Figure 49: The bandwidth allocation among all the bandpass amplifier-filters shows the exponential increase.
Figure 50: The input synthetic sinusoid signal with frequency components of 300 Hz, 1000 Hz, 3000 Hz, and 6000 Hz.

Figure 51: The output results of the synthetic sinusoid signal form the first block.

Table I shows the performance summary of all the amplifier-filter blocks in the bank. The input-referred rms noise is less than 10 $\mu V_{rms}$ for most of the blocks and the highest NEF is
Figure 52: The output results of the synthetic sinusoid signal form the second block.

Figure 53: The output results of the synthetic sinusoid signal form the third block.

only 3.2. The total power consumption of the entire amplifier-filter bank is only 1.8525 $\mu$W. Comparing to the conventional biopotential amplifier, the proposed amplifier-filter bank significantly decreases the power consumption with minimum compromise with the system.
Figure 54: The output results of the synthetic sinusoid signal form the forth block.

performance. Fig. 50 is the synthesized input sinusoid signal with frequency components of 300 Hz, 1000 Hz, 3000 Hz, and 6000 Hz. As is shown in Fig. 51, the high frequency component is precisely filtered out by the first block in the amplifier-filter bank. Fig. 54 is the output of the fourth amplifier-filter block corresponding to the synthetic sinusoid input signal.

Layout and post-layout simulation

In order to verify the circuit performance, the layout has been drawn by Cadence layout tools. The layout of the amplifier filter bank includes four blocks with same structure as showed in Fig.55. The different value of the capacitors had been used to control the low and high cut off frequency. Over 90% of the chip area is occupied by capacitors. Due to the low frequency coverage, the capacitor size must be large enough. From the layout figure we can find that the the first amplifier filter block constants the largest capacitor. By the increase of the center frequency of the amplifier filter block, the size of the capacitor deceases. The forth
amplifier filter block which has a highest center frequency has smaller capacitors compared to the first block.

Same as the schematic, all blocks’ input pins are connected together. The output pins of each amplifier filter block are separated. The system is biased different bias current with individual bias current source. The post layout simulation of proposed amplifier filter band is shown in Fig. 56. The post layout simulation has the same amplitude of the schematic simulation. The forth filter’s amplitude is silty low than the schematic is because of the parasitic capacitors from the output pad and thick metal line. In order to increase the signal band in the low frequency range, I have use the large capacitor for the first block. The lowest frequency reaches to 1.5Hz.

![Figure 55: The layout of proposed amplifier-filter bank](image-url)
Conclusion of amplifier-filter bank

In this paper a distributed amplifier-filter bank with excellent NEF and power consumption is presented. The circuit achieves the bandpass and amplification characteristics by mimicking the current sourcing and sinking profiles of the neuron. The high gain output and sharper bandwidth is contributed by cascade connection of two similar blocks. Multi-channel architecture of the proposed system provides the amplification and frequency selective signal inspection without the need of high bandwidth amplifier and a separate filter bank. Considering the typical input-referred noise profile, smaller bandwidths are allocated near the flicker noise zone and wider frequency bandwidths are allocated for the thermal noise zone. The proposed amplifier-filter bank is designed in 0.13-µm standard CMOS process and the resultant structure consumes a total of 1.8525 µW with 1 V supply voltage. The system contains four amplifier-filter bank with the signal band coverage of 40 Hz to 10.8 KHz and shows NEF of approximately 3 per channel. The parasitic capacitors from the pad and thick metal line benefits the lower cut off frequency of the first block. The proposed
amplifier-filter provides the better solution of the amplifier and filter stages of implantable system in terms of power consumption and noise performance.

A Low-Power Silicon Neuron Based Biopotential Amplifier

In recent neuroscience research demands for more accurate and reliable biopotential signals from the neuron synapses. A high resolution implantable biopotential recording system has the ability of capturing the detail information of the vital physiological phenomena in the biosignal. The ultra-low-power implantable device with in situ sensor can minimize the skin irritation from the frequent operations for battery replacement. In emerging clinical applications including brain rehabilitation and epilepsy treatment, a implantable device shows great promise [2].

An implantable biopotential recording system usually includes a powering unit, a signal processing unit, a data conversion unit, and a wireless communication unit. [60][59]. The bio-electrical signal from the active neuron is captured by an implantable sensor, the data acquisition unit in the biopotential recording system. A bioamplifier, one of the critical components of the implantable neural recording system, is then used to suppress the low frequency noise and amplify the different types of bio-signals depending upon the applications. Electrocardiography (ECG), Electroencephalography (EEG), Electromyography (EMG), and Electrooculography (EOG) are the commonly used biosignals from the implantable electrodes that are utilized for further data processing.

The biopotential amplifiers are specifically designed for bio-signal with the common features of low frequency, and low amplitude level. ECG signals are in the range of 0.01 Hz - 300 Hz with the amplitude range of 0.05 mV - 3 mV, EEG signals are in the range of 0.01 Hz - 100 Hz with the amplitude from 1 μV to 1 mV, EOG signals are in the range of 0.1 Hz - 10 Hz with the amplitude from 1 μV to 300 μV, and EMG signals, which have the highest frequency, are in the range of 50 Hz - 3000 Hz with the amplitude from 50 μV to 100 mV. The amplitude of a biosignal ranges from 50 μV - 500 μV with the noise level of 5 μV - 10μV. The input-referred noise of the biopotential amplifier should be below the 10
\( \mu V \) which comes from the background noise of the electrode. The power dissipation should be below 100 \( \mu W \) per channel in a multichannel system to reduce the risk of necrosis in the tissue by heating [34][81]. To cover the frequency range of all types of biosignals, the desired frequency bandwidth could be below 10 KHz [34].

The electrode offset-potential coming from the electrode-tissue interface can easily saturate the output stages to limit the amplifiers’ admissible gains [82], thus the conventional low-pass amplifiers are usually not suitable for DC-coupled biopotential signals. The biopotential amplifiers with low frequency suppression technique can filter out the DC offset from the electrode in order to increase the input signal range. In the recent biopotential amplifier design area, two major low frequency suppression methods have been used: passive low frequency suppression by using serial blocking capacitor and active circuits based on closed-loop control of the DC level [83]-[87].

A passive serial blocking capacitors require an additional high-pass filter at the amplifiers’ input stage in order to remove the offset voltage from the sensor electrode. However, due to the bias resistors, the input signal from the RC coupling network is becoming lower and the offset voltage of the amplifier is getting higher. [82]. Furthermore, the capacitance variation from the tissue and the surface of the probe is directly co-effected with the input RC high pass filter. The lower cut-off frequency and the input amplitude are directly affected with the variation of capacitance from the tissue.

The low frequency suppression techniques of rejecting DC input voltage from the electrode by using DC negative feedback from the output terminal, can not only avoid the mismatch from the passive input devices, but also decrease the input-referred noise as well as the total impedance of the circuit [88]. However, this technique needs large integrated capacitors in order to maintain the high gain. The active low frequency suppression with the miller capacitor can overcome the capacitor size concern of the conventional low frequency suppression techniques. To reduce the capacitor size, the active schemes based on closed loop control of DC levels are reported in [88]-[90].
In this work, we propose a low-power bio-inspired Hodgkin Huxley (H-H) silicon neuron based biopotential amplifier with active low frequency suppression. The H-H model is a neuromimetic design that provides the most accurate representation of the ionic dynamics [73]. It models the Si neuron based on the ionic flow through the neuron membrane with a set of equations. The basic H-H model consists of two current channels, a potassium current channel for current sinking and a sodium current channel for current sourcing [73]. By the combination of the two delayed currents from the sodium and the potassium channels, the system performs the bandpass characteristic. The lower cut-off and the higher cut-off frequencies are controlled by the internal capacitors other than the capacitor from the input stage, thus the proposed biopotential amplifier is insensitive to the capacitance variation from the electrode or tissue.

This paper presents the design and performance of a new bio-inspired silicon neuron based biopotential amplifier that achieves active low-frequency suppression. The transfer function of the proposed amplifier shows that the low frequency suppression is achieved by the locations of the tunable zeroes and poles. The proposed biopotential amplifier can offer a gain of 34 dB with a -3 dB bandwidth of 7.2 KHz. The amplifier is designed in a 0.13 \( \mu m \) standard CMOS process and the total power consumption of the core part with 500 mV supply voltage is 4.4 \( \mu W \). The input-referred noise is 6.9 \( \mu V_{rms} \) integrated over the entire band with a noise efficiency factor (NEF) of 9.2.

Architecture of the Biopotential Amplifier

The ionic current flow mechanism of the silicon neuron has been used in the biopotential amplifier design. In the silicon neuron, the action potential is created by the alternate charging and discharging of the membrane capacitor. Fig. 57 shows the transient plot of the action potential of a silicon neuron corresponding to the sodium and the potassium currents. The sodium current charges the membrane capacitor when the adjacent membrane voltage is high. The potassium current discharges the same membrane capacitor until the membrane voltage reaches the threshold level.
The input signal from the membrane opens up the voltage sensitive sodium channel and thus the sodium current, working as a current source, charges the membrane capacitor. After a short delay, the potassium channel starts to sink the current from the membrane capacitor. The membrane capacitor converts those two delayed currents into the action potential which is shown in the bottom plot of Fig. 57.

Figure 57: The top plot shows the time domain ionic current flow in ideal case [1]. The sodium current, working as a current source, charges the membrane capacitor at the beginning. After a short delay, the potassium current starts to sink the current from the membrane capacitor. The membrane capacitor converts those two delayed currents into the action potential voltage that is showed at the bottom.
The autonomous silicon neuron with four channels has been reported in [1]. The block diagram of the prototype is shown in Fig. 58. Each channel is implemented by a sigmoid-function block, a log-domain filter, and a linear transconductor. The linear region of the sigmoid-function is used in the amplifier design. The delay current is generated by sodium currents by the log-domain filters. A linear transconductor controls the output current directions. The potassium block and the sodium block are connected in parallel to a capacitor. The bias current passes through the sigmoid function which is controlled by a reference voltage $V_{ref}$. The capacitors in the log-domain filters add the delays into the current from the sigmoid block and create poles. Finally, the two currents with different delay and opposite polarity flow into the membrane capacitor, $C_{mem}$, to create the output voltage.

Figure 58: The block diagram of the proposed biopotential amplifier. L.D.F stands for log-domain filter. The sigmoid function, controlled by the reference voltage, provides the gain of the amplifier.
Fig. 59 shows the functional block diagram of the transfer function of the proposed biopotential amplifier. The input signal $R(s)$ is amplified by the gain blocks $G_{Na}(s)$ and $G_{K}(s)$. Different delay $\tau_{DNa}$ and $\tau_{DK}$ are added by log-domain filters $H_{Na}(s)$ and $H_{K}(s)$, respectively. The output $O(s)$ is the combination of those two delayed function. In the following the transfer function of the ideal behaviour of the proposed neuron-inspired amplifier is presented with the help of superposition principle.

The transfer function when the potassium channel is inactive,

$$\frac{V_{outNa}}{V_{in}}(s) = \frac{A_{vNa}(s)}{(s + \tau_{Na})(s + \tau_{out})}. \quad (4.24)$$

The transfer function when the sodium channel is inactive,

$$\frac{V_{outK}}{V_{in}}(s) = \frac{A_{vK}(s)}{(s + \tau_{K})(s + \tau_{out})}. \quad (4.25)$$

where $A_{vNa}(s)$ and $A_{vK}(s)$ are the total gain from the sodium and the potassium channels, respectively. $\tau_{DNa}$ and $\tau_{DK}$ are the poles created by each channel’s log-domain filters, and $\tau_{Dout}$ is the pole created by the membrane capacitor.

By subtracting Eq. (4.24) from Eq. (4.25), we obtain

$$\frac{V_{out}}{V_{in}}(s) = \left(1 - \frac{A_{vNa}(s)}{A_{vK}(s)} \right) \left( \frac{A_{vK}(s) - A_{vNa}(s) - \tau_{K}}{A_{vK}(s) - A_{vNa}(s)} \right) \frac{(s + \tau_{out})(s + \tau_{Na})}{(s + \tau_{out})}. \quad (4.26)$$
Figure 60: Gain response of the proposed biopotential amplifier. A zero is located at the very beginning. The first and second poles $\tau_{D_{Na}}$ and $\tau_{D_{K}}$ are created by the capacitors in two channels and control the lower and higher cut-off frequencies. The load capacitor contributes the last pole $\tau_{out}$.

The equation (4.26) shows that a zero is created by combining two channels’ outputs. By placing the zero ahead of all poles, the system can behave as a bandpass amplifier.

Fig. 60 shows the ideal frequency response - open-loop bandwidth and gain related to the equivalent transfer function as in Fig. 59. The low frequency suppression of the amplifier is due to the negative DC gain up to the zero location. The gain starts increasing by 20 dB/dec after the zero location. The first pole location gradually diminishes the gain increase resulting in a flat gain level. The second pole eventually lowers the gain beyond the higher cut-off frequency.

The position of the zero in the transfer function is controlled by the DC gain and the delay functions from the sodium and the potassium channels. The first pole $\tau_{Na}$ is created due to the log-domain filter capacitor of the sodium block. The second pole $\tau_{K}$ is created due to the capacitor in the potassium channel.
Biopotential Amplifier Circuit Design

Considering the power saving and noise reduction, the sigmoid block has been replaced by a three pair differential linear gain block. The current mirror based log-domain filter has been used to reduce the number of transistors. The circuit schematic of the silicon neuron based biopotential amplifier is shown in Fig. 61.

Figure 61: The schematic of the silicon neuron based Biopotential Amplifier and the miller integrator, A2, based capacitor. The sigmoid function is created by a three branch pseudo-differential pair. The log-domain filter is based on the current mirror. The modified PMOS cascode current mirror works as a load and changes the current direction of the sodium current.
Circuit Architecture

The bias current flows into the three branch pseudo-differential pair $M_3 - M_5$ through a PMOS based current mirror. The MOSFETs $M_4$ and $M_5$ have the identical dimension and bias voltage, $V_{ref}$, thus $M_4$ and $M_5$ carry the equal drain current. The expressions of the drain currents of $M_4$ and $M_5$ are,

$$I_{ref} = I_{D4} = I_{D5} = \frac{I_{bias}}{2 + e^{\frac{\kappa(V_{in} - V_{ref})}{U_T}}}.$$  \hspace{1cm} (4.27)

To simplify the calculation, the linear approximation of the (4.27) is,

$$I_{ref} = I_{D4} = I_{D5} = 2 \cdot I_{bias} \cdot \frac{\kappa}{U_T} \left(V_{ref} - V_{in}\right),$$  \hspace{1cm} (4.28)

where $\kappa \approx 0.7$ is the non-ideality factor, $I_{bias}$ is the bias current from the current source, $V_{ref}$ is the reference voltage, $U_T$ represents the thermal voltage ($= \frac{kT}{q} \approx 25mV @ 27^\circ C$), and $I_{D4}$ and $I_{D5}$ are the drain currents of $M_4$ and $M_5$, respectively.

Different delays $\tau_{Na}$ and $\tau_K$ are added to the currents from the potassium and the sodium channels by using different values of the capacitors $C_{Na}$ and $C_K$ in the log-domain filters.

$$I_{ref} = I_6$$

$C_K \frac{dv}{dt}$

Figure 62: The log-domain filter for the potassium current. $I_{ref}$ is the output current from the sigmoid function, $I_K$ is the output current with delay component, and $I_6$ is the drain current of $M_6$.  
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To improve the noise performance and minimize the number of transistors, the current mirror based log-domain filter has been used. Fig. 62 shows the log-domain block in the potassium channel. A capacitor $C_K$ is connected to the gate terminal of the current mirror that forms a low-pass log-domain structure. The output current $I_K$ from the potassium channel can be expressed as,

$$\frac{dI_K}{dt} = \frac{I_{ref} - I_K}{C_K U_T \kappa I_6},$$

(4.29)

where $I_{ref}$ is the drain current from $M_5$ in the differential pair, $I_K$ is the output current with delay component, and $I_6$ is the drain current from $M_6$.

The log-domain filter in the sodium channel has exactly the same structure as it is in the potassium channel. However, to decrease the size of the capacitor in the sodium channel, a miller integrator as shown in Fig. 61 has been used. Due to the high gain, low-power, and low-noise requirements of the miller integrator, a cascade class-A amplifier with cascode current mirror load (see Fig. 63) has been used to achieve 40 dB gain with only 1 $\mu$W power consumption. By using the miller effect, the capacitor value in the sodium channel has been decreased from 50 nF to 50 pF. Even though the extra amplifier causes 800 nW higher power consumption and 1.2 $\mu$V higher input-referred noise, miller capacitor reduces the size of the on-chip capacitor significantly.

**The Frequency Response of the Proposed Biopotential Amplifier**

Based on Fig. 58, the circuit can be divided into two parts, $I_{Na}$ sourcing current from the sodium channel and $I_K$ sinking current from the potassium channel. The bias current is fed into the two log-domain filter blocks through a three branch pseudo-differential pair as in Fig. 61. Log-domain filters add different delays into $I_{Na}$ and $I_K$ currents. The sodium current $I_{Na}$ charges the load capacitor $C_L$ through a modified cascode current mirror. The potassium current $I_K$ directly discharges the load capacitor $C_L$. 
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The frequency response of the output current of the sodium channel is,

\[ I_{Na} = \frac{\kappa \cdot I_8 \cdot I_{ref}}{s \cdot A_2 \cdot C_{Na} \cdot U_T + \kappa I_{Na}} \cdot \frac{df}{df} \]  

(4.30)

where \( I_8 \) is the drain current of \( M_8 \), and \( A_2 \) is the gain from the miller integrator.

Similarly, the potassium current \( I_K \) can be expressed as,

\[ I_K = \frac{\kappa \cdot I_6 \cdot I_{ref}}{s \cdot C_K \cdot U_T + \kappa I_K} \]  

(4.31)

where \( I_6 \) is the drain current of \( M_6 \).

Due to the delay between the two currents, the output current, \( I_{out} \), flows into the load capacitor \( C_L \). The resultant output current can be expressed as,

\[ I_{out} = I_{Na} - I_K = \frac{\kappa I_{ref} ((C_K I_8 - A_2 C_{Na} I_6) U_T \cdot s + \kappa (I_8 I_K - I_6 I_{Na}))}{(s \cdot A_2 \cdot C_{Na} \cdot U_T + \kappa I_{Na})(s \cdot C_K \cdot U_T + \kappa I_K)}. \]  

(4.32)
The total output impedance including the load capacitor and the current mirror load is,

\[ Z_{\text{out}} = \frac{1}{C_L \left( s + \frac{1 + g_{m10}(r_{07} + r_{012})}{C_L g_{m10} r_{07}(1 + r_{012})} \right)} \]  \hspace{1cm} (4.33)

From the Eqs. (4.33) and (4.32), we get the transfer function of the output voltage, \( V_{\text{out}} \).

\[
\frac{V_{\text{out}}}{V_{\text{ref}} - V_{\text{in}}} = \alpha \cdot \left( s + \frac{\kappa (I_8 - I_6) - I_{Na}}{U_T (C_K I_8 - A_2 C_{Na} I_6)} \right) \left( s + \frac{\kappa I_K}{C_K U_T} \right) \left( s + \frac{1 + g_{m10}(r_{07} + r_{012})}{C_L g_{m10} r_{07}(1 + r_{012})} \right)
\]  \hspace{1cm} (4.34)

where

\[
\alpha = \frac{2 \cdot \kappa^2 \cdot I_{\text{bias}} (C_K I_8 - A_2 C_{Na} I_6)}{C_L U_T^2 A_2 C_{Na} C_K}.
\]

The location of the zero is controlled by the bias current, MOSFET transconductance, and log-domain capacitors. The pole locations are mainly dominated by the values of the log-domain capacitors and the load capacitor.

The Pole-Zero Analysis

To achieve the low frequency suppression characteristics, the position of zero must be ahead of the first pole as in Fig. 60. From equation (4.34), the frequency locations of the three poles are,

\[
\tau_{Na} = \frac{\kappa I_{Na}}{A_2 C_{Na} U_T}
\]

\[
\tau_K = \frac{\kappa I_K}{C_K U_T}
\]

\[
\tau_{\text{out}} = \frac{1 + g_{m10}(r_{07} + r_{012})}{C_L g_{m10} r_{07}(1 + r_{012})}.
\]  \hspace{1cm} (4.35)

The zero location is defined as,

\[
\tau_{\text{zero}} = \frac{\kappa (I_8 - I_6) - I_{Na}}{U_T (C_K I_8 - A_2 C_{Na} I_6)}.
\]  \hspace{1cm} (4.36)
Because of the miller integrator, the log-domain filter’s capacitor in the sodium channel is much bigger than the load capacitor and the capacitor in the potassium channel. As a result, assuming identical magnitudes of the currents \( I_{Na} \) and \( I_K \), the value of the \( \tau_{Na} \) becomes much smaller than the \( \tau_K \). The third pole \( \tau_{out} \) is placed after the \( \tau_K \) by using a smaller load capacitor value. In this case, the first pole \( \tau_{Na} \) is much smaller than the second pole \( \tau_K \) and the third pole \( \tau_{out} \). To justify the frequency location of the zero ahead of all the poles, we can compare the values of the \( \tau_{Na} \), \( \tau_K \), and \( \tau_{out} \).

After subtracting the frequency locations of the zero and the first pole, we get,

\[
\tau_{zero} - \tau_{Na} = \frac{\kappa I_8 (A_2 \cdot C_{Na} \cdot I_K - C_K \cdot I_{Na})}{U_T \cdot A_2 \cdot C_{Na} (C_K \cdot I_8 - A_2 \cdot C_{Na} \cdot I_6)}
\]

(4.37)

where the numerator is greater than zero for \( A_2 \cdot C_{Na} \cdot I_K - C_K \cdot I_{Na} > 0 \), and the denominator is smaller than zero for \( C_K \cdot I_8 - A_2 \cdot C_{Na} \cdot I_6 < 0 \). Equation (4.37) shows that the location of the zero is always ahead of the first pole considering the sodium channel’s capacitor \( A_2 \cdot C_{Na} \) is greater than the potassium channel’s capacitor.

The subtraction of the second pole and the third pole is,

\[
\tau_K - \tau_{out} = \frac{C_L - C_K \cdot \frac{U_T(1+g_{m10}(r_07+r_{012}))}{\kappa I_K g_{m10} r_07(1+r_{012})}}{\frac{C_K U_T C_L}{\kappa I_K}}.
\]

(4.38)

When the load capacitor value is smaller than the capacitor in the potassium channel, the second pole \( \tau_K \) dominates the higher cut-off frequency.

**Noise Analysis**

The inversion coefficient (IC) has been used to calculate the input-referred noise and the limit of noise efficiency factor (NEF). The ratio of the division of normalized drain current \( I_D \) and the technology specific current \( I_S \) is proportional to the level of a MOS transistor’s channel inversion [91].
\[ IC = \frac{I_D}{2n \cdot \mu \cdot U_T \cdot C_{ox} \frac{W}{L}} \]  

(4.39)

where \( n \) is the slope factor, \( \mu \) is the carrier mobility, and \( C_{ox} \) is the gate-oxide capacitance per unit area. IC is between 0.1 to 10 when the transistor is in the weak inversion to moderate inversion. In the strong inversion, IC is greater than 10. From the EKV model the explanation of \( \varphi(IC) \) is [88]

\[ \varphi(IC) = \frac{1}{0.5 + \sqrt{0.25 + IC}} \]  

(4.40)

and yields values between 0 and 1.

Due to the large transistor size and low frequency suppression feature from the proposed circuit, the flicker noise is neglected in the noise calculation. The input-referred thermal noise power \( v_{n_i}^2 \) as a main noise contributor is proportional to the transistor ratio from the differential pair, current mirror, and drain current through the each branch. The noise from the miller integrator is also reflected to the input side. The \( v_{n_i, total}^2 \) for the whole system is,

\[
v_{n_i, total}^2 = v_{n3}^2 + 2v_{n4}^2 \left( \frac{g_{m4}}{g_{m3}} \right) + 2v_{n8}^2 \left( \frac{g_{m8}}{g_{m3}} \right) + 2v_{n7}^2 \left( \frac{g_{m7}}{g_{m3}} \right) + 2v_{n11}^2 \left( \frac{g_{m11}}{g_{m3}} \right) + 2v_{n12}^2 \left( \frac{g_{m12}}{g_{m3}} \right) + 6v_{n14}^2 \left( \frac{g_{m14}}{g_{m3}} \right)
\]

(4.41)

where \( v_{ni}^2 \) equals \( 4k \cdot n \cdot n \cdot \Gamma_i / g_{mi} \cdot \Delta f \), and the thermal noise factors \( \Gamma_i \) is \( 1/2 \) for the weak inversion device and \( 2/3 \) for the strong inversion device. Considering that \( n \) is a constant, the (4.41) can be written as,
\[
\begin{align*}
\nu_{ni,total}^2 &= \frac{4n^2 \cdot U_T \cdot k \cdot T}{I_{D3} \cdot \phi(I_{C3})} \left( \Gamma_1 + 2 \Gamma_4 \frac{\phi(I_{C4})}{\phi(I_{C3})} \beta \right. \\
&\quad + 2 \Gamma_8 \frac{\phi(I_{C8})}{\phi(I_{C3})} \beta + 2 \Gamma_7 \frac{\phi(I_{C7})}{\phi(I_{C3})} \frac{\beta}{8} \\
&\quad + 2 \Gamma_{11} \frac{\phi(I_{C11})}{\phi(I_{C3})} \beta + 2 \Gamma_{12} \frac{\phi(I_{C12})}{\phi(I_{C3})} \frac{\beta}{8} \\
&\quad + \left. 6 \Gamma_{14} \frac{\phi(I_{C14})}{\phi(I_{C3})} \frac{\beta}{\alpha} + 2 \Gamma_{20} \frac{\phi(I_{C20})}{\phi(I_{C3})} \frac{\beta}{\alpha} \right)
\end{align*}
\] 

(4.42)

where

\[
\beta = e^{\frac{\kappa (V_{in} - V_{ref})}{U_T}} \quad \alpha = \frac{I_{D3}}{I_{D20}}
\]

To minimize the noise, we use the minimum \(\beta\) value of 1 for equation (4.42), and \(\alpha = 0.9\) for the NEF optimization. The transistors in the log-domain filter work in the strong inversion to maintain the low IC. The pseudo-differential pair works in the weak inversion to get the high IC. Operating \(M_{6,7,8,9}\) into the weak inversion could push \(\phi(I_{C6,7,8,9})\) downward to 0. Considering all transistors in the weak inversion region having same value of \(\phi(I_{C_i})\), the minimum input-referred noise can be rewritten as,

\[
\nu_{ni,total}^2 = \frac{36n^2 \cdot U_T \cdot k \cdot T}{I_{D3} \cdot \phi(I_{C3})} \cdot \Delta f.
\]

(4.43)

**Noise Efficiency Factor**

To evaluate the noise performance of a low-power biopotential amplifier, a commonly adopted performance metric is the NEF \([92]\). NEF can quantify the noise and the power consumption trade-off in this biopotential amplifier design, and the expression is given by,

\[
NEF = \nu_{ni,rms} \sqrt{\frac{2 \cdot I_{total}}{4 \pi k T \cdot U_T \cdot BW}}
\]

(4.44)
where $I_{\text{total}}$ is the total current and $BW$ is the bandwidth. By assuming the input transistors operating in the weak-inversion regions, the thermal noise factor $\Gamma_3 = 0.5$, $\varphi(I_C) = 1$, and $\Delta f = \pi/2 \cdot BW$, the theoretical NEF of the proposed biopotential amplifier with passive capacitor is,

$$NEF = v_{ni,rms} \sqrt{\frac{16n^2}{\varphi(I_C)}} \approx 5.8.$$  \hspace{1cm} (4.45)

The miller integrator will contribute additional current consumption and noise in the active capacitor amplifier structure. We have $I_{\text{total}} = I_{\text{total main}} + I_{\text{total A_2}}$. In this design, the miller integrator results in an increase of the 40% of NEF. The theoretical NEF of the proposed biopotential amplifier with active capacitor is,

$$NEF = v_{ni,rms} \sqrt{\frac{32n^2}{\varphi(I_C)}} \approx 8.2.$$ \hspace{1cm} (4.46)

**Results of biopotential amplifier**

The proposed biopotential amplifier has been designed in 0.13-µm standard CMOS technology. The bio-inspired neuron structure and sub-threshold MOSFETs have been used to achieve low-power consumption. The charging and discharging profiles of different ionic channels of a Si neuron are utilized to achieve the bandpass low frequency suppression through the combination of two ionic current.

The frequency response of the biopotential amplifier with lower frequency variation is shown in Fig. 64. The proposed biopotential amplifier achieves a gain of 34.51 dB and a -3 dB bandwidth of up to 7 KHz. The lower cut-off frequency can be varied from 11 Hz to 2.5 KHz by the variation of the capacitor in the sodium channel from 50 pF to 2 pF. Fig. 65 shows that the higher cut-off frequency variation from 1.8 KHz to 8.5 KHz with the variation of the capacitor in the potassium channel from 100 pF to 1 pF.

Fig. 66 shows the performance of the proposed biopotential amplifier by using a synthesized spike signal with local field potential. Because of the electrode offset potential
Figure 64: The gain plot of the proposed biopotential amplifier with the variation of lower cut-off frequency from 11 Hz to 2.5 KHz by the variation of the capacitor values in the sodium channel from 50 pF to 2 pF.

Figure 65: The gain plot of the proposed biopotential amplifier with the variation of higher cut-off frequency from 1.8 KHz to 8.5 KHz by the variation of the capacitor values in the potassium channel from 100 pF to 1 pF.
variation from the tissue, the common interference of the bio-signal can be local field potential (LFPs). LFPs is mainly generated from the neighbouring neurons and movement of electrodes with the amplitude as high as 1 mV with frequency up to 200 Hz[93]. The upper waveform in the Fig. 66 is the input synthesized spike signal with noticeable LFPs. The low frequency low frequency suppression of the amplifier suppressed the unwanted LFPs, and only amplified the spike signal showed in the lower section of Fig. 66.

Fig. 67 shows the Monte Carlo simulation results of the integrated input-referred noise due to the device mismatch. An average input-referred noise voltage of 6.6 $\mu V_{rms}$ is obtained with a standard deviation, $\sigma = 210 \times 10^{-9}$ V. A transient simulation with a sinusoidal input of 200 $\mu V_{p-p}$ and 1 KHz frequency is performed. The corresponding Monte Carlo simulation as shown in Fig. 43 depicts a total harmonic distortion of 1.3 % with a $\sigma$ of 0.3.
Figure 67: Monte Carlo of the input-referred noise. An average input-referred noise voltage of 6.6 $\mu V_{rms}$ is obtained with a standard deviation of, $\sigma = 210 \times 10^{-9}$ V.

The passive components has a better noise, power, and NEF, however the capacitor value is 50 nF. From the Table. 6, the miller integrator contributes 1.3 $\mu V$ extra noise and 1.3 $\mu W$ power, but it reduces the capacitor value from 50 nF to 50 pF.

Table 6: Performance summary of the proposed biopotential amplifier with the Off-chip Capacitor and the on-chip miller Capacitor

<table>
<thead>
<tr>
<th></th>
<th>Off-chip capacitor</th>
<th>miller capacitor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capacitance</td>
<td>50 nF</td>
<td>50 pF</td>
</tr>
<tr>
<td>Gain (dB)</td>
<td>33.7</td>
<td>34.4</td>
</tr>
<tr>
<td>Frequency Band</td>
<td>11Hz to 7KHz</td>
<td>11Hz to 7KHz</td>
</tr>
<tr>
<td>Input-referred noise ($\mu V_{rms}$)</td>
<td>5.4</td>
<td>6.6</td>
</tr>
<tr>
<td>NEF</td>
<td>6.6</td>
<td>9.2</td>
</tr>
<tr>
<td>Max. signal (1% THD) ($\mu V_{p-p}$)</td>
<td>200</td>
<td>200</td>
</tr>
<tr>
<td>Power consumption ($\mu W$)</td>
<td>3.6</td>
<td>4.4</td>
</tr>
</tbody>
</table>
Conclusion of the biopotential Amplifier

In this paper, a low-power bio-inspired Hodgkin Huxley silicon neuron based biopotential amplifier has been reported. Two channels of the amplifier, namely a potassium current channel for current sinking and a sodium current channel for current sourcing, are built by pseudo-differential pair and log-domain filters. The sourcing and sinking mechanisms of a silicon neuron are utilized to achieve low frequency suppression and amplification. By placing the poles and zeros at the desired frequency locations, the proposed amplifier achieves the active low frequency suppression. The lower cut-off and higher cut-off frequencies are controlled by the internal capacitors other than the capacitor from the input stage, thus the proposed biopotential amplifier is insensitive to the capacitance variation from the electrode and tissue. The proposed biopotential amplifier can offer a gain of 34 dB with a -3 dB bandwidth of 7 KHz. Although the miller integrator contributes additional noise components and slightly increases the power consumption, it greatly reduces the on-chip capacitor size in the sodium channel from 50nF to 50pF. The lower cut-off frequency and the higher cut-off frequencies can be varied by the variation of the capacitance values in the log-domain filters in the two current channels. The potassium block controls the lower cut-off frequency and the sodium block controls the higher cut-off frequency. The lower cut-off frequency can be varied from 11 Hz to 2.5 KHz, and the higher cut-off frequency can be varied from 1.8 KHz to 8.5 KHz. The amplifier is designed in 0.13 μm standard CMOS process and the total power consumption with 500 mV supply voltage is 4.4 μW. The input-referred noise is 6.7 μVrms integrated over the entire band with a NEF of 9.2. The proposed biopotential amplifier has better power consumption and active electrode-tissue interface variation suppression compare to the recently published works.

Continuous Wavelet Transform

The bio-potential recording system includes low-noise amplifier, filter, analog-to-digital converter (ADC) and signal processing block [59]. The amplifier and filter offer the signal
amplification and band selection. The ADC samples and digitizes the signal for further processing. The signal processing block, usually based on software, provides signal analysis tools such as Fourier Transform, Hilbert Transform, and Continuous Wavelet Transform (CWT). The CWT is considered as one of the most useful technique in biosignal processing that offers the localization in both time and frequency for transients, aperiodic and non-stationary signals. The wavelet function facilitates the analysis of the frequency contents of the signal at any particular instance of time. By using different mother wavelet functions and dilation parameters, CWT provides time-frequency analysis on the different types of biosignals. Because of this feature, CWT is widely used in noise reduction [42], spike detection [43], and seizure detection [44].

The conventional CWT is based on software that requires high data rate ADC to minimize the loss of information of the biosignal. The high performance ADC usually has high power consumption [45]. However, for applications requiring real-time processing, such as implanted or mobile biomedical devices, low-power consumption is a priority. Hence, the signal processing block should be implemented in hardware instead of software. Even in hardware-based implementation, analog circuits can offer reduced power consumption compared to the digital counter [47]. CWT based on an analog filter implementation offers a power-efficient real-time signal processing [48].

Wavelet analysis overcomes the inability of Fourier analysis to capture the transients of the time location specific features within a signal. Comparing with the method of Short Time Fourier Transform, wavelets can simultaneously provide the temporal and spectral information of a signal [95]. Wavelets have dilation and location parameters, which result in functions that are localized in both time and frequency. The dilation parameter facilitates the wavelet function with a variable window width. In the low-frequency zone, a long time windows are used to get a better low-frequency resolution whereas in the high-frequency zone, a short time windows are used to get finer time information. The CWT can be defined as,

\[ T(a,b) = \frac{1}{\sqrt{a}} \int_{-\infty}^{\infty} x(t) \psi^* \left( \frac{t-b}{a} \right) dt \]  (4.47)
Select the dilation parameter of the mother wavelet based on application requirement.

Apply Fourier transform on the mother wavelet.

Add the time delay based on the dilation parameter.

Use Chebyshev polynomial to approximate the Fourier transform of the wavelet with even order.

Calculate the values of poles and zeros.

Transfer the transfer function into multiplication of the biquads.

Implement the second-order (biquads) filters.

Figure 68: The flow chart of the design procedure of the Continuous Wavelet Transform

where $\psi^*(t)$ is the complex conjugate of the mother wavelet function $\psi(t)$, $a$ is the dilation parameter, and $b$ is the location parameter of the wavelet.

The design steps (in Fig. 68) are: selecting the mother wavelet; taking the Fourier transfer of the desired wavelet; adding delay; applying Chebyshev approximation; calculating the zeros and poles of the transfer function; reconstructing the transfer function; finally implementing the resultant transfer function by using biquads.
Selecting the mother wavelet

The mother wavelet is the function that define the wavelet’s function. The mother wavelet, has the feature of orthogonality, compact support, symmetry and vanishing moment. Different mother wavelet will produced different results on the same signals. The Mexican hat, haar, and morlet are considered as one of the most used mother wavelet in the bio-electrical signal [94]. In the fellowing processing, the Mexican hat wavelet is chosen for the signal processing unit design.

The Mexican hat wavelet is the second derivative of a Gaussian function, and the ideal impulse response is as shown in Fig. 69. The equation of Mexican hat in time domain can be expressed as,

\[
\psi(t) = \frac{2}{\sqrt{3\sigma\pi}} \left(1 - \frac{t^2}{\sigma^2}\right) e^{\frac{-t^2}{2\sigma^2}}.
\]  

(4.48)

where \(\sigma\) is the dilation factor.

Figure 69: The plot of ideal Mexican hat mother wavelet.
Apply Fourier transform on the mother wavelet

The Fourier transform of the Mexican hat mother wavelet function is,

\[ \psi(\omega) = \frac{-\sqrt{8\sigma^5 \pi^{\frac{1}{4}}} \omega^2 e^{-\frac{\sigma^2 \omega^2}{2}}}{\sqrt{3}}. \]  \hspace{1cm} (4.49)

The Fourier transform cannot be directly used in the filter design, so the equation should be transferred into the Laplace domain. The Laplace transform of the Mexican hat mother wavelet is.

\[ \psi(s) = \frac{-\pi^{\frac{1}{4}} \sqrt{\frac{8}{3} a^5 s^2}}{e^{-\frac{\sigma^2 s^2}{2}}} \]  \hspace{1cm} (4.50)

It is easy to notice that the original Mexican hat mother wavelet function is y-axis symmetry as in the Fig. 69. However the x-axis, as known as time in the real system, can not be negative. We have to shift the mother wavelet function to the positive axis to avoid the error caused by the negative time axis. In order to get the full conjugate of the signal and wavelet function, a delay must be added in the wavelet.

Adding the time delay

The delayed impulse in the time domain can be found as \( \delta(t - \tau) \). The Laplace delay function can be considered as \( e^{-\tau s} \), where \( \tau \) is the length of the delay with unit of second. The Laplace transform of the Mexican hat mother wavelet with delay can be found as

\[ H(s) = \frac{-\sqrt{\frac{8}{3} \pi^{\frac{1}{4}} \sigma^5 s^2}}{e^{\tau s} - e^{-\frac{\sigma^2 s^2}{2}}} \]  \hspace{1cm} (4.51)

Since (4.51) has exponential term in the denominator, the transfer function can not be realized into a standard form. Hence, the exponential term needs to be expanded.
Approximation the Laplace transform of the mother wavelet

The easiest and most common way to approximate the expectational function is using Taylor expansion. However the Taylor expansion with Maclaurin’s series is accurate only when $\sigma$ is near zero, but becomes increasingly inaccurate with $\sigma$ increases. The Chebyshev polynomial with a better accuracy approximation can significantly decrease the polynomial. Decreasing the degree number can significantly decrease the circuit design complexity and the power consumption. In order to use fewer terms approximation with high accuracy, we have selected the Chebyshev polynomials.

Chebyshev polynomials are a sequence of orthogonal polynomials that can be written as monic polynomials of $n^{th}$ degree whose deviation from zero is as small as possible. Using a series based on orthogonal Chebyshev polynomials on approximating large systems of equations gives better results in terms of accuracy than the typical methods such as the mean square approximation or the Taylor approximation $[96]$. 

The recurrence relation of Chebyshev polynomials with arbitrary interval $a$ can be found as,

\[
\begin{align*}
T_0(x) &= 1 \\
T_1(x) &= \frac{x}{a} \\
T_2(x) &= \frac{2x}{a} T_1(x) - T_0(x) \\
&\vdots \\
T_n(x) &= \frac{2x}{a} T_{n-1}(x) - T_{n-2}(x)
\end{align*}
\]

For $x \in [-a, a]$. (4.52)

The coefficients of the Chebyshev polynomials corresponding to the each order of the $s$ can be found as,

\[
c_{o_n} = \frac{1}{C_n(s)} \int_{-a}^{a} W(s) \cdot T_n(s) \cdot f(s) \, ds.
\] 

(4.53)

where $a$ is the approximation interval related to the accuracy of the approximation, $f(x)$ is the function needed be approximated, $T_n(s)$ is the Chebyshev polynomial corresponding
with turns, \( W(s) \) is the scale function related to \( a \), and \( C_k(x) \) is the weight function which can be found below. The weight function \( C_k(s) \) in the interval of \([-a, a]\) is,

\[
C_k(s) = \int_{-a}^{a} W(s) \cdot T_n^2(s) \, ds
\]

where

\[
W(s) = \frac{1}{\sqrt{a^2 - s^2}}.
\]

We have used the MATLAB code to do the Chebyshev approximation. The codes are

```matlab
clear all
c1c
a = input(' Interval of x [−a, a] a= ');
n = input(' Number of turns n= ');
syms x;
c = 0.2;
tao = 0.8;
M_hat_1 = exp(x*tao-c^2*x^2/2);
Haar = x*exp(x/2+tao*x);
f = M_hat_1;
W = 1/sqrt(a^2-x^2);
T = [1 x/a];
Tayl = taylor(f, n);
for i=3:n
    T(i)= expand(2*(x/a)*T(i-1) - T(i-2));
end
Chyb = 0*x;
for j=1:n
    C = int(W*(T(j))^2, −a, a);
```
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\[ r = \text{vpa} \left( \frac{1}{C} \text{int} \left( W \ast f \ast T(j), -a, a \right), 10 \right) ; \]

\[ \text{Chyb} = \text{Chyb} + r \ast T(j) \]

\textbf{end}

\[ \text{Tayl} = \text{taylor}(f, n) ; \]

With a dilation factor \( \sigma = 0.2 \) and delay \( \tau = 0.8 \), the center frequency of the wavelet is found to be 1 Hz. The interval \( a = 3 \) is selected based on the center frequency of the mother wavelet. The first terms of coefficients of the Chebyshev polynomial corresponding with the function \( e^{0.8s-0.02s^2} \) can be calculated as,

\[
c_{00} = \frac{1}{\int_{-3}^{3} \frac{1}{\sqrt{3^2-s^2}} \cdot 1^2 ds} \int_{-3}^{3} \frac{1}{\sqrt{3^2-s^2}} \cdot 1 \cdot e^{0.8s-0.02s^2} ds. \tag{4.55}
\]

The rest coefficients can be calculated by the method provided in (4.53). Finally the approximated transfer function is shown,

\[
H(s) = \frac{-0.0389s^2}{0.011999853794280714727977842784763s^4 + 0.082948231213368508144515537331379s^3 + 0.29619908763117946111210877625631s^2 + 0.76915421791602860193219163657356s + 1.0018943938429197264977764365547}
\tag{4.56}
\]

The Chebyshave approximation has a higher accuracy approximation than Taylor. To compare the performance, we have use Taylor to expand the (4.55). Fig. 70 is the performance comparison of the Chebyshev approximation and Taylor approximation on the Mexican hat wavelet. The plots show percentage error of the 4\textsuperscript{th} order Chebyshev and the 4\textsuperscript{th} order Taylor approximations of the denominator with \( \sigma = 0.2 \) and \( \tau = 0.8 \) in the interval of -3 to 3. The maximal error of Taylor approximation reaches 40%. However, the maximal error of Chebyshev approximation is only 6%.
Figure 70: The maximal error of Taylor approximation reaches to 40%, however the maximal error of Chebyshev approximation is only 6%.

Figure 71: The poles and zeros plot corresponding with equation (4.56)
Poles and zeros calculation

The values of four poles and two zeros can be calculated from (4.56). The zeros and poles position can be also found in the Fig. 71. They are 

\[ s_1 = -2.91 - j0.71, \ s_2 = -2.91 + j0.71, \ s_3 = -0.551 - j3.011, \ s_4 = -0.551 + j3.011, \] 

and \( z_1 = z_2 = 0 \).

After the value of poles and zeros are calculated form (4.56), a new biquads transfer function can be written as,

\[
H(s) = \frac{s^2}{s^2 + 36.568138s + 354.208258 - 0.0389s^2 + 6.92407s + 369.90179795} 
\]

(4.57)

The new transfer function (4.57) indicates that the Mexican hat wavelet can be easily implemented by cascading a second-order high-pass filter and a second-order low-pass filter.

Biquads transfer function construction

The transfer function (4.57) can be implemented by LC ladder, Gm-C, or log-domain structures. The functional block implementations of the transfer function (4.57) is shown in Fig. 72. The first stage is a second-order high-pass filter with two zeros at the origin. The second stage is a second-order low-pass filter that generates the third and fourth poles for the system. The last stage, a gain-control stage, can normalize the output signal. The first and the second stage can be performed either by passive structures, such as LC ladder and RC filter or active structures, such as single-amplifier biquad filter, butter-worth biquad, and Sallen-Key circuits et al; or other MOSFET based structures, such as Gm-C filter and log-domain filter.
Figure 72: Functional block level implementations of the transfer function as shown in (4.57).

**Analog CWT filter simulation**

In order to verify an OTA based 4th order Mexican hat wavelet filter has been designed and simulated by Cadence. The circuit diagram of the analog CWT filter is shown in Fig. 73. The first block is a high pass filter with the transfer function of \( \frac{s^2}{s^2 + 36.56813s + 354.208258} \). The second block is a low pass filter with the transfer function of \( \frac{1}{s^2 + 6.92407s + 369.90179795} \). And the third block is an inverting amplifier that turns the output gain and sign. The components value can be found in the Table 7.
Table 7: The components value of analog CWT filter

<table>
<thead>
<tr>
<th>Component Name</th>
<th>Components’ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_1$</td>
<td>10.8 pF</td>
</tr>
<tr>
<td>$C_2$</td>
<td>10 pF</td>
</tr>
<tr>
<td>$C_3$</td>
<td>1 pF</td>
</tr>
<tr>
<td>$C_4$</td>
<td>22 pF</td>
</tr>
<tr>
<td>$R_1$</td>
<td>6.4695 GΩ</td>
</tr>
<tr>
<td>$R_2$</td>
<td>5.41 GΩ</td>
</tr>
<tr>
<td>$R_3$</td>
<td>11 GΩ</td>
</tr>
<tr>
<td>$R_4$</td>
<td>9.7 GΩ</td>
</tr>
<tr>
<td>$R_5$</td>
<td>1 GΩ</td>
</tr>
<tr>
<td>$R_6$</td>
<td>350 MΩ</td>
</tr>
</tbody>
</table>

The impulse response of the proposed filter is shown in Fig. 74. The black plot is the input impulse that is generated by pulse generator with an amplitude of 1 V, pulse width of 100 ms and delay of 500 ms. The red plot is the output of the Mexican hat wavelet corresponding to the impulse signal.

Figure 74: The impulse response of the analog CWT filter.
Figure 75: The upper plot is the input impulse with amplitude of 1 V, 100 ms pulse width and 500 ms delay. The lower plot is the impulse response output of the Mexican hat wavelet.

Figure 76: The comparison of measured result of the impulse response versus the simulation results.
In order to proof-of-concept of the proposed method, a board level design is an implementation by using AD8044. The proposed method can be easily implemented by using three OPAMPs based units - a high pass filter, a low pass filter, and an inverting amplifier.

Fig. 75 is the impulse response of the Mexican hat wavelet measured by oscillator scope. The upper plot is the input impulse that is generated by function generator with an amplitude of 1 V, pulse width of 100 ms and delay of 500 ms. The lower plot is the output of the Mexican hat wavelet corresponding to the impulse signal.

Fig. 76 shows the comparison of the measured result and the simulation result. Although the passive components have value variation and the mismatch, the measurement results show a high similarity to the simulation result.

Switched capacitor CWT filter

Figure 77: The schematic of the switched capacitor CWT filter.

The proposed circuit is also designed and simulated by using a switched capacitor structure. As we can see from the Table 7, the resistors’ value are very high. The GΩ resistor requires a significant amount of chip area. In addition, the resistor’s variation can reach 15%. In order to minimize the value and variation of resistors, the switched capacitor technology is used in this design. The schematic of switched capacitor CWT filter is shown in Fig. 77. All resistors are replaced by two switch MOSFETs and capacitor. The size of
the MOSFET is 500nm wide and 500nm length. The switching frequency is 100Hz. The capacitors value can be found in the Table 8.

<table>
<thead>
<tr>
<th>Component Name</th>
<th>Components' value</th>
</tr>
</thead>
<tbody>
<tr>
<td>C_1</td>
<td>10.8 pF</td>
</tr>
<tr>
<td>C_2</td>
<td>10 pF</td>
</tr>
<tr>
<td>C_3</td>
<td>1.84 pF</td>
</tr>
<tr>
<td>C_4</td>
<td>1.54 pF</td>
</tr>
<tr>
<td>C_5</td>
<td>0.909 pF</td>
</tr>
<tr>
<td>C_6</td>
<td>1.03 pF</td>
</tr>
<tr>
<td>C_7</td>
<td>1 pF</td>
</tr>
<tr>
<td>C_8</td>
<td>22 pF</td>
</tr>
<tr>
<td>C_9</td>
<td>1 pF</td>
</tr>
<tr>
<td>C_10</td>
<td>2.5 pF</td>
</tr>
</tbody>
</table>

Figure 78: The implementation of the switched capacitor wavelet transform.

In the Fig. 78, the block line is input pulse signal with the pulse width of 100 ms with delay of 500 ms and amplitude of 1V. The red line is the output signal. The output signal
of switched capacitor filter shows less extra oscillation compared to the pure analog CWT filter in Fig. 74.

**Conclusion of wavelet**

The 4th order Chebyshev approximation has been applied in the Mexican hat wavelet function to achieve a high accuracy with relatively lower degree approximation. The transfer function of the wavelet is reconfigured into the multiplication of two biquad filters to simplify the circuit implementation further. For the proof-of-concept, a circuit implementation of the Mexican hat wavelet function is tested on the board level. The results show that the proposed design process offers a higher accuracy approximation and less complicated method in analog wavelet transform circuit implementation.

We developed a unique method to simplify the analog wavelet filter design. The 4th order Chebyshev approximation is applied in the Mexican hat wavelet function to achieve greater accuracy with relatively lower degree transfer function. The transfer function of the wavelet is reconstructed into the multiplication of two biquad filters to simplify the circuit implementation further. For the proof-of-concept, a circuit implementation of Mexican hat wavelet-based on the proposed method is tested. The results show that the proposed design process offers a higher accuracy approximation and less complicated method in analog wavelet transform circuit implementation.

This paper presented a method on the implementation of a continuous time wavelet transformation by using the biquads, with the motivation of simplifying the circuit implementation. The Chebyshev approximation of Mexican hat wavelet shows better accuracy compared to Taylor expansion in 4th order. The maximal error of Taylor approximation reaches 40% whereas the maximal error of Chebyshev approximation is only 6%. A new transfer function was reconstructed into the form of multiplication of biquads. By cascading biquads, the complexity of higher-order filter circuit implementation of is significantly reduced. As a proof-of-concept, a circuit implementation of Mexican hat wavelet has been implemented. The experimental result and the simulation result show a close match. The
proposed the method offers estimate with greater accuracy and easier way to implement the analog continuous wavelet transform circuit.
CONCLUSIONS AND FUTURE RESEARCH

The implantable device is booming very faster science the first cochlear implant introduced 50 years ago. Brain and neural implants are becoming one of the hottest topics both in the industry and academic. Because the implantable devices have the feature of small size and low power consumption, the brain implants have a great potential in medical device market.

A typical implanted signal recording system has four major blocks, a powering unit, a signal processing unit, a data conversion unit, and a wireless communication unit. For the propose of powering saving, this dissertation proposed new methods both in the powering unit and signal processing unit.

In the powering unit, a power sending circuit and a recovering circuit are presented. The power-oscillator closely follows the frequency of the injection signal and sustains the performance irrespective of the supply voltage variation. The differential cross-coupled power-oscillator showed more than 90% constant link efficiency in the 20% of a supply voltage variation. A modified class-E type CMOS differential cross-coupled rectifier circuit is designed. Simulation results indicate a PCE of 92% for an input signal of 7 MHz, 2 V (peak) with a load resistance of 100 Ω.

In the signal processing unit, an amplifier filter bank and a bio-inspire amplifier are designed. In order to decrease the data volume, a new method of CWT is given. The bio-inspired circuit design method is used in the bio-amplifier and amplifier filter design for the proposed of power saving. The implementation of the silicon neural is presented to explain the method of the low power design. The current sourcing and the current sinking mechanisms are used in the amplifier-filter and bio-inspired amplifier design to decrease the total power consumption. The proposed amplifier-filter bank is designed in 0.13-μm
standard CMOS process, and the resultant structure consumes a total of 1.8525 μW with 1 V supply voltage. The system contains four amplifier-filter bank with the signal band coverage of 40 Hz to 10.8 KHz and shows NEF of approximately 3 per channel. The proposed biopotential amplifier has better power consumption and active electrode-tissue interface variation suppression compare to the recently published works. The lower cut-off frequency can be varied from 11 Hz to 2.5 KHz, and the higher cut-off frequency can be varied from 1.8 KHz to 8.5 KHz. The total power consumption with 500 mV supply voltage is 4.4 μW. The input-referred noise is 6.7 μVrms integrated over the entire band with an NEF of 9.2.

In the CWT design, a new method is produced for the purpose of circuit complexity reduction. The 4th order Chebyshev approximation is applied in the expansion of the Mexican hat mother wavelet. The Chebyshev approximation achieves a high accuracy with the less degree of a polynomial. The transfer function of the wavelet is reconstructed into the multiplication of two biquad filters based on the poles and zeros location. A CWT filter in analog structure and mixed signal by using cadence is designed and tested. The OPAMP based PCB level implementation is also presented in the dissertation.

This dissertation presented a design of the analog signal processing unit for implantable wirelessly-powering recording system. Although some pre-research on the powering unit is presented, the coil design is not discussed in this dissertation. The coil design, the data conversion unit and the wireless communication unit are great topics for further research.
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